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1 INTRODUCTION

Recent advancements in computer science have made artificial intelligence (AI) more attractive than ever for both private and public actors. As a result, AI is highly pervasive nowadays; indeed it is difficult to find any aspect of everyday life that is not affected by it. Inspired by the proposed EU Regulation on AI (AIA) [28], we consider AI as software used to generate predictions, recommendations or decisions, developed with machine learning or other statistical methods. To draw statistical inferences, AI systems are “trained” with the aim of generating predictions that are as accurate as possible. Yet, when predictions affect the lives of individuals, competing interests about the optimization of design and predictions take over [20].

In particular, we study the use of AI as part of automated hiring systems (AHSs), with the help of which employers want to attract and hire the best employees with the lowest costs. Prospective employees, however, ought to be protected from unjust discrimination. AI systems should therefore not only strive to predict which employees are a good fit for a job vacancy, but also strive to avoid algorithmic discrimination or algorithmic bias. This form of discrimination or bias describes the unjust discriminatory manner in which (partially or fully) automated decisions impact a certain protected group or minority. Discrimination can be caused, e.g., by a disproportionate distribution of prediction errors, a faulty design of the AI architecture, or a historical bias rooted in society and perpetuated by statistical inferences [48, 66]. Consequently, in many ways algorithmic bias is the perpetuation of human bias.

Our specific concern is for the algorithmic discrimination experienced by persons with disabilities (PWDs) during hiring processes. In a recent study [89] of three AHSs, algorithmic bias was actively being reduced for some protected traits, yet disability was not mentioned in the examples nor in the validation tests. Even though PWDs find no mention in studies like this, it has been recognized that they face unique forms of discrimination in their everyday life, including when they apply for a job [75]. With the aim of inspiring
further research into this area, we provide an analysis of the ethical, legal and technical challenges and opportunities for promoting social justice for job candidates with a disability.

First in Section 2, we argue that non-discrimination and inclusiveness should be regarded as moral obligations to a distinguishable vulnerable group. We identify and examine the importance of ethics of information, including the decision for or against disclosure of a disability. Concerning automated decision making, we refer to AI Ethics publications. A quantitative study of 84 comprehensive guidelines supports our findings of discriminatory practices towards PWDs. We finally bridge the ethical with the legal perspective, establish commonalities and draw conclusions.

Second in Section 3, we focus on the relevant EU legal framework. Notably, EU equality law [74], which prescribes reasonable accommodation for PWDs in hiring procedures, including automated processes. We maintain that failure to provide reasonable accommodation to a PWD by an AHS amounts to prima facie discrimination, thus shifting the burden of proof to the defendant. However, while adequate accommodation may require disclosure of disability, the processing of disability data for this purpose needs further legal clarification. Finally, we discuss the challenges and opportunities that stem from the rights and obligations provided by the General Data Protection Regulation (GDPR) [78] and the AIA [28].

Third in Section 4, we present technical challenges and possible avenues of research. As each disability is particular and the existing legal framework is applied on a case-by-case basis, data-driven approaches show little promise to solve discrimination by AHSs. AI would be expected to make problematic assumptions, including about the limitations of each PWD, the necessity of an accommodation, and its degree of reasonableness. Finally, we highlight the opportunities that AI systems present for the assessment of PWDs, such as recommending the extent of accommodations and proving discrimination.

2 ETHICAL ANALYSIS

As a first step we consider the ethical perspective of tackling algorithmic discrimination against PWDs. On the question of morality, it is evident that as a society we need to value non-discrimination and inclusion of minority groups and ensure equal opportunities. However, we aim to raise this value to the level of a moral obligation towards PWDs. In this section, we first lay out arguments for such an amplification in Section 2.1. Moreover, we introduce our findings regarding the ethics of AI specifically in Section 2.2 and finally define the role of information for non-discrimination of PWDs in Section 2.3. We conclude by attempting to develop an interdisciplinary bridge from ethics to law in Section 2.4.

2.1 Non-discrimination and inclusion as moral obligations

While anti-discrimination law and societies’ values agree on non-discrimination and inclusiveness of minority groups, it has not yet been engraved into our collective moral system as a proactive obligation. As [95] demonstrates and arguments presented in Section 4 support, individual case rulings and verdicts are insufficient to change the living experience of PWDs in the long term, even though they are compliant with law. It is time to initiate a shift in the morality of society towards an inclusive and non-discriminatory workplace.

We consider PWDs as a distinguishable vulnerable group among other minority groups. The following characteristics outlined in [75] are specific to PWDs and provide a compelling argument for additional measures to protect their right to non-discrimination and inclusion:

(1) PWDs experience separation and segregation distinct from other minority groups. With the intention of providing accessibility, PWDs are provided with separate entries, buses, bathrooms, classrooms, etc. As a result, PWDs are absent from “normal” classrooms, boardrooms, parliament etc. where diverse representation is needed.

(2) PWDs mostly do not share their otherness with people in their surroundings, e.g., their families, resulting in an ill-equipped social environment to provide necessary accommodations.

(3) Disabilities are often connected to pain, fatigue and muscle weakness. To manage bodily discomfort, costly resources like assistive technology are needed.

(4) PWDs have been perpetually discriminated against by means of language. For PWDs to move out of the sphere of “other”, they have made use of this instrument of oppression to reflect an ideological shift of perception from “the handicapped” to viewing the disability as a social construct instead of a defining fault.

As a distinguishable vulnerable group, PWDs not only have the legal right to measures of accessibility, but it should be the society’s moral imperative to provide those measures. Measures could include technical solutions as well as reasonable accommodation in the employment context.

2.2 Ethics of AI in relation to disabilities

As we focus on AI and the application thereof, we identified issues of discriminatory practices towards PWDs caused by automated decision making. This form of digital discrimination reinforces the existing social inequality PWDs experience on a day-to-day basis [17]. AI describes a set of algorithms that rely heavily on finding patterns in high volumes of data. Patterns, for which those with disabilities once again fall outside of the area of applicability, as we examine from a technical perspective in Section 4.1. This is just one effect of the datafication of humans that AI endorses. Unfortunately, it is easy to find examples of discrimination and questionable practices of number-crunching algorithms.

Even though technology can also assist and mitigate some disabilities, PWDs are affected negatively by AI in multiple areas and significantly more so than people without disabilities [61]. Affected areas are many, as AI is used in more and more versatile ways: humans are using AI to judge a PWD’s qualification for an employment, loan, social benefits, etc. As a result, we see PWDs falling through the system more than ever. PWDs themselves use AI in many cases in therapeutic and non-therapeutic contexts. However, even in these contexts intended to make life easier, PWDs also experience discrimination, for example, in forms of voice recognition.
Due to their vulnerability as a social group, which is emphasized by the characteristics in Section 2.1, PWDs “face a greater risk of violation of their fundamental rights and freedoms, which justifies adopting specific approaches based on the principle of equality and non-discrimination” [61]. One would expect at least the AI Ethics community to ensure frameworks are protecting the fundamental rights of PWDs. However, as [61] recognized, PWDs are rarely mentioned in literature as anything other than therapeutic/non-therapeutic users of AI, with hardly any mentions of fairly processing PWDs with AHSs, and completely disregarding accessibility as well as the ability of PWDs to inform AI research or policies themselves. Repeatedly, PWDs are excluded and pushed into the shadows of society.

To support the findings of [61] for academic AI Ethics literature, we conducted a quantitative literary study of AI Ethics guidelines. We sampled AI Ethics publications listed in [53] and were able to successfully source 82 out of 84 listed guidelines. In these documents and websites, we conducted a keyword search for “disab*” to match “disabled”, “disability”, “people with disabilities” and similar phrases. The result provided support and motivation alike: only 22 out of 82 guidelines (26.8%) mentioned “disabled people” or “people with disabilities” as a vulnerable group that should receive special consideration in AI Ethics guidelines. Furthermore, PWDs were not acknowledged as research members and policy makers of AI, despite their unique position and ability to shape future research into (assistive) technology and policy to their demands.

2.3 Ethics of information

Most of the discussion surrounding discrimination of PWDs is related to information and not solely limited to the professional context and while applying AI. This includes the delicate decision for or against disclosure of a disability with the employer and the resulting tension of this decision, as well as the lack of information on both the employer’s and PWD’s sides concerning the rights surrounding reasonable accommodation.

The decision for or against disclosure of a disability is motivated by the expectation of positive as well as negative outcomes of this decision. In a survey conducted in Canada [44] only 51% of participants disclosed a disability at some point during their employment, basing their decision on an established secure and safe feeling within their work environment. Of those who decided against disclosure, most reported that they were able to manage their condition without it affecting their performance. However, 37% did not feel secure enough to disclose their disability, and the same number reported that they were concerned about losing their employment. Numbers from Europe comparing unemployment rates of people with disabilities aged 20-64 (17.1%) to people without disabilities (10.2%) support this concern [65]. Evidently, disclosure requires an appreciative and secure work environment that is built on trust of both employer and employee.

To establish trust between employers and employees, legally and morally informed parties are required. For applicants and employees, this manifests itself as being able to disclose their disability as they see fit and because they feel secure enough to do so, as well as being enabled to claim accommodation where necessary. For the employer, this implies the moral obligation to establish a secure environment for applicants as well as employees, possibly even proactively offering accommodation, but certainly refraining from obstructing these processes. For both parties, information in the form of disclosure and legal knowledge should be available. Even though in some cases it has been argued that the interests of the employer override the right to privacy of an employee [84], we strongly argue against mandatory disclosure as it does not support the value of trust between parties nor a person’s right to self-determination.

2.4 Bridging the ethical with the legal perspective

In bridging the worlds of ethics and law, and considering the algorithmic discrimination of PWDs from both perspectives, we argue that the legal understanding of discrimination is an inherently consequentialist one. Consequentialist morality judges actions as good or bad depending on their consequences only. Intention or character traits and virtues have no power over judgment. In EU law we see a congruent logic, as the intent to discriminate is irrelevant. If the effect of an act or practice is to disadvantage a particular group or person, this will amount to discrimination, irrespective of possible well-intentioned or good faith practices.

From a legal perspective, the consequentialist approach is undisputed, as EU equality law does not aim for any moral verdict of the defendant’s character. For ethical deliberations though, consequentialist literature can have a major impact by re-calibrating our moral compass about discrimination against PWDs. For example, arguing with classic utilitarianist John Rawls, if we were to establish a new society tomorrow, the most inclusive and least biased society would be established under the ignorance of one’s own position within this new society [88]. With everyone in mind, including PWDs, people organically agree on principles that guarantee a maximum of individual liberty without restricting the freedom of others (liberty principle) as well as a distribution of equal opportunity to prosper (difference principle). The latter includes a moral obligation to support those who are less advantaged [88]. In a society built on these principles and obligations, we could apply consequentialist jurisdiction as a natural ethical reinforcement to tackle discrimination.

3 LEGAL ANALYSIS

This section examines the relevant applicable legal EU framework and demonstrates how both obstacles and opportunities for social justice stem from its application to AHSs. First, Section 3.1 discusses a PWD’s right to reasonable accommodation under EU equality law, which entails the possibility for accommodating hiring procedures if needed. The contextual assessment of reasonable accommodation is hardly reconcilable with data-driven AHSs. However, the use of AI in recruiting may have some unexpected benefits for PWDs in terms of proving prima facie discrimination, as explained in Section 4.3.2. Second, Section 3.2 examines the GDPR [78] and the AIA [28], the latter representing the first attempt by a major regulator to provide a comprehensive framework for AI. We demonstrate that the processing of disability data for providing accommodation should be allowed under GDPR. Additionally, we shed light on
some new instruments laid down in the AIA that may help fight disability discrimination, such as processing disability data for de-biasing, and the proposed public database for high-risk AI systems. Finally, Section 3.3 approaches two recent legislative initiatives in the field of algorithmic discrimination comparatively: the proposed EU Directive on platform work [27] and the New York City bill on automated hiring [29], which aim to provide examples for how algorithmic discrimination should or should not be tackled by the law.

3.1 EU non-discrimination law

The risk of algorithmic discrimination in recruitment is globally recognized as a topic of critical importance. Whilst the risk of discrimination for PWDs is widely discussed, surprisingly little has been published on the right to reasonable accommodation for PWDs in automated hiring. The difficulties in presenting a claim of direct or indirect discrimination under EU equality law have been addressed in literature in recent years [43, 105]. Whereas evidential requirements are difficult to meet in case of algorithmic discrimination, the need of an effective legal framework is even more pressing in this context where existing inequalities tend to be exacerbated.

3.1.1 Legal sources and scope of application. Protection against discrimination in Europe is guaranteed by both EU and Council of Europe law. In this paper we mainly focus on the EU acquis, most notably Article 21 of the EU Charter of Fundamental Rights, Articles 2 and 10 of the Treaty on the Functioning of the EU, the Employment Equality Directive (2000/78/EC, hereinafter EED) [74], and jurisprudence of the European Court of Justice (CJEU). Finally, the EU is also a party to the United Nation Convention on the Rights of Persons with Disabilities (CRPD).

Whilst the prohibition of disability discrimination in employment under the EED is well-known, the extent of its scope of application to AHSs warrants further elaboration. The EED also applies to “access to employment [...] including selection criteria and recruitment conditions” (Article 3(a)). This includes advertising job positions and job recommendations [6, 40], as well as the design architecture of AHSs. Furthermore, the CJEU and the national courts have embraced a rather broad interpretation of Article 3 [40], to the extent that any de facto employment relationship should fall within the Directive’s scope, including employment administrations, temporary agency, and platform workers [43].

Disability is not defined in any EU legal instruments. However, the concept is of utmost importance as the right to reasonable accommodation only applies to PWDs. Nowadays, the spectrum of disability includes situations that had previously remained on its borders. The CJEU has given an autonomous interpretation of the concept of disability, which is in line with the social approach of the CRPD, and includes medical or incurable diseases. For that to be the case, two cumulative conditions must be satisfied. Firstly, the illness must result in a physical, mental, intellectual, or sensory impairment which, in interaction with various barriers, is likely to prevent the person concerned from participating fully, effectively and on an equal footing with other workers in working life. Secondly, the illness must be foreseeable or likely to be long-lasting.

This social model is highly context-specific though and thus difficult to embed in automated systems, as explained in Section 4 by [22].

3.1.2 The refusal of reasonable accommodation in automated hiring amounts to discrimination. The prohibition of discrimination requires more than a mere refraining from unequal treatment. It may also require an adjustment of an apparently neutral provision or practice if this creates a particular disadvantage for members of a protected group. In particular, the CJEU [7] has acknowledged a transformative function of equality law [70] by also requiring private actors to make proactive efforts against discrimination, and which matches our interpretation of inclusion as a society’s moral obligation in Section 2.1. This is particularly evident with regard to disability, since refusing to provide reasonable accommodation constitutes a sui generis form of discrimination under Article 5 EED.

The obligation of reasonable accommodation entails a duty to take appropriate measures, if needed, to enable a person with a disability to have access to, participate in, or advance in employment, or to undergo training, unless such measures would impose a disproportionate burden on the employer (Articles 6 EED and 2(4) CRPD). The CRPD definition is interpreted broadly by the CJEU: measures might be material (e.g., special office, installation of a stair lift) as well as immaterial (e.g., reduction of hours [5], exemption from certain tasks [4]). Even though Article 5 EED does not explicitly state that violation of the right to reasonable accommodation constitutes a form of discrimination, this is indeed well established. In fact, refusal of reasonable accommodation is considered a sui generis category of discrimination by Article 2(3) CRPD - which takes precedence over the EED and must thus inform its interpretation [5] -, the European Court of Human Rights [1], and Members States’ legislation and case law [36]. Accordingly, in the Ruiz Conejo case, Advocate General Sharpston reasoned that a dismissal resulting from a failure to respect an accommodation obligation “amount[s] to unlawful discrimination for the purposes of Directive 2000/78”, thus confirming our position [3].

Such obligation also applies to the hiring process, and in a twofold manner. First, the employer is obliged to ensure reasonable accommodation during the application process, e.g., extra time allotted to a person with dyslexia taking a written test. Second, when deciding on a PWD’s application, the employer must assess whether the candidate could perform the job if provided with reasonable accommodation, e.g., by splitting a full-time function into part-time functions for a PWD who cannot work full-time. There are no formal requirements to request reasonable accommodation, which must be provided from the time the PWD requires it. Nonetheless, reasonable accommodation is in principle only offered if the need...
for accommodation is or could be known, which presupposes disclosure of disability. However, disclosure is challenging from an ethical perspective, as demonstrated in Section 2.3. Furthermore, the question of whether, when and to what extent PWDs have to request reasonable accommodation in the context of AHSs remains unanswered, as pointed out in Section 4.2.

A contextual proportionality test is required to ascertain reasonableness of an accommodation. The UN Committee on the Rights of Persons with Disabilities and the CJEU factor in the cost of the proposed adaptation, the organizational impact, influence on the safety of the working environment and the availability of government subsidies [76]. However, the concept of proportionality is rather vague and highly context-specific due to its dependence on the nature of the company and the job. Also, a wide variety of adjustments is possible. Hence, it is difficult to predict which factors need to be considered and how they would be ranked [89]. As argued in Section 4, it must be assumed that AHSs currently do not provide reasonable accommodation for PWDs. Nevertheless, the mere lack of assessing possible reasonable accommodation for a PWD in a recruitment procedure, can amount to a violation of the right to reasonable accommodation and therefore to discrimination.

In light of the above, a specific application of the duty of reasonable accommodation could be to provide an alternative hiring procedure for PWDs who fear to be treated unequally. In practice, this could be realized by the opportunity to “opt out” of the AI-driven selection procedure, leading to human intervention. However, this raises ethical concerns, since not everyone desires to disclose their disability this way, and “opting out” may paradoxically lead to an unfair advantage as human bias may judge more leniently than its computational counterpart. At the same time, by design AHSs do not take into account this obligation for accommodation, irrespective of a request. The CJEU argued in Feryn [9] and Asociatia Accept [10], and recently restated in Rete Lenford [8], that actively deterring job applicants belonging to protected groups from applying is to be considered discrimination, even if no recruitment process is on-going. With this, one could argue that discriminatory job recommendation and advertising breach EU equality law as well if they both in effect undermine equal access to the labor market [43]. Consequently, applying this framework to the case at hand, AHSs that do not take into account the obligation of reasonable accommodation should be considered prima facie discriminatory, regardless of whether accommodation is requested.

### 3.1.3 Burden of proof and justification

The assessment of reasonableness of an accommodation is context-sensitive and open to judicial interpretation. The nature of AI applications and more precisely the fact that output is statistically probable yet inevitably uncertain given the inherent opacity of AI, makes it difficult for claimants to realize they are treated unequally, to gather the necessary information, and to seek redress [22]. Such technical challenges are further developed in Section 4.2.1. Compared to traditional forms of discrimination, automated discrimination is more abstract and intangible [105].

A key element in EU anti-discrimination law is the shifting of the burden of proof, introduced to contrast the difficulty of proving discrimination suffered by protected groups and by virtue of the principle of effectiveness. The claimant must demonstrate facts from which discrimination may be presumed and which the alleged defendant should rebut (Article 10 EED). Traditionally, in discrimination cases, certain elements, e.g., the composition of the comparator group or a particular disadvantage need to be demonstrated in order to meet the threshold to shift the burden of proof. However, these challenging requirements do not apply to reasonable accommodation cases. In these cases, the assumed lack of reasonable accommodation provides sufficient evidence to suggest that discriminatory treatment may have occurred and thus raise a presumption of discrimination. Still, a refusal to make reasonable accommodation can be justified if they result in a disproportionate burden on the employer (Article 5 EED).

Moreover, the CJEU recognized in 1989 in the landmark Danfoss case on equal pay that “where an undertaking applies a system [of pay] which is totally lacking in transparency, it is for the employer to prove that his practice [...] is not discriminatory” (par. 16) [2]. Arguably, this principle should be applied to AHSs that lack transparency, so that the principle of equal treatment can be applied effectively to automated hiring processes as well. However, taking into account that a refusal to provide information on reasonable accommodation can raise a presumption of discrimination [6], it might well be that a justification under Article 5 that claims a disproportionate burden will be difficult to provide.

### 3.2 EU technology law

Whereas EU non-discrimination law applies to any hiring process, EU technology law also shapes the regulatory environment of AI-driven hiring. For the purposes of this paper, we use “EU technology law” to refer to the GDPR [78] and the proposed AIA [28]. The relevance of the GDPR is evident since AHSs process personal data. Moreover, it does not merely safeguard privacy, it rather fulfills a much broader objective, which is “protecting fundamental rights and freedoms” (Article 2), including the right to non-discrimination (mentioned in Recitals 71 and 75). Given its broad definition of AI systems, all AHSs fall within the scope of application of the AIA (Article 3(1) and Annex I). Moreover, AI-driven recruiting is listed as a high-risk AI in Annex III, and thus is subject to a strict regime. A comprehensive study of the relevant provisions would be outside the scope of this paper. The analysis rather aims to assess whether the legal obligations imposed on employers and AI providers effectively pursue social justice objectives [41, 42, 92, 107]. On the other hand, technology may inadvertently facilitate the exercise of legal rights, as argued in Section 4.3.2.

#### 3.2.1 Processing of data related to disability: Problem statement

Assuming that one of the conditions laid down in Article 6 GDPR for processing personal data is met, AHSs additionally process disability data. As a general rule, Article 9(1) GDPR classifies health data as sensitive data, and forbids processing. Even though its purpose is to avoid unfair discrimination against data subjects, Section 4.2 maintains that “fairness through unawareness” is as simplistic a solution as it is an ineffective one. On the contrary, processing of sensitive data may be necessary for mitigating bias, regardless of how counter-intuitive it might seem [62]. Indeed, inequalities are rooted in society [20, 32, 35, 50, 60, 104], and AI systems merely perpetuate these patterns of injustice [16, 31, 38, 77, 82], “freezing the future and sealing the past” [49]. In particular,
as pointed out in Section 2.2, PWDs experience specific forms of discrimination in both the analog and the digital world, which also justifies framing the inclusion of PWDs as a society’s moral obligation.

Yet another problem stems from the algorithmic discrimination resulting from proxies (e.g., searching on the internet for a wheelchair, or participating in disability-related volunteering activities), as thoroughly explained in Section 4.2. Such proxies are not personal data in the meaning of the GDPR, and thus fall outside its scope. Nevertheless, the literature has repeatedly pointed out their adverse impact on protected groups [20, 32, 51, 58, 73, 104]. Consequently, having access to the sensitive information stored in proxies might be useful to recognize and mitigate the effect of them. Finally, an employer needs to be aware of someone’s disability to make an informed decision about a reasonable accommodation. Besides it being an ethical challenge riddled with positive and negative consequences, awareness may also be problematic under data protection law, due to the prohibition of the resulting processing of health data which falls under Article 9(1) GDPR.

### 3.2.2 Processing of data related to disability: Exceptions

Staying with the GDPR framework, we assess whether it is lawful for employers to process health data regarding job applicants’ disability status, in order to provide them with reasonable accommodation, or to correct an unjustly biased rejection of their application. Article 9(2) provides some exceptions that allow processing of sensitive data. In particular, exceptions a), b), f), and g) are the most relevant for our use case.

The exception based on a data subject’s “explicit consent” under letter a) should not be favored in this case, since consent can hardly be given freely in the hiring context, due to the imbalanced power relationship between the employer and the applicant [30, 79]. Rather, processing of sensitive data as “necessary for carrying out the obligations […] in the field of employment” under letter b) is a more suitable option. Arguably, framing reasonable accommodation as a proactive obligation for the employer has the implicit consequence of opening the doors to such an exception. Indeed, granting equal opportunities to applicants with a disability is not only an application of the general right to non-discrimination, but also meets the specific duty to provide reasonable accommodation. Of course, this reasoning applies only to discrimination against PWDs, who are the sole beneficiaries of the right to accommodation under EU equality law. As a consequence, employers should be allowed to process an applicant’s sensitive data for evaluating a suitable accommodation.

Nonetheless, exception b) is not available in the event of a fully automated decision in the meaning of Article 22 GDPR, which restricts the option to exceptions a) (already excluded) and g). The latter allows processing of sensitive data for reasons of “proportionate substantial public interest”. Even though EU equality law is meant to protect individuals’ rights, it has an undeniable impact on social justice and is thus not only related to but pursues the public interest [64, 93]. Moreover, giving everyone equal opportunities to succeed improves overall productivity, as it gives a chance to highly skilled applicants who might be rejected because of prejudices [102]. However, letter g) requires an explicit authorization by national or Union law. Thus far, the UK seems to be the only European State (though not EU Member) to have implemented such a law [23, 24, 99] that allows processing of sensitive data under 23 conditions for the reason of public interest, including “equality of opportunity or treatment” (Data Protection Act 2018, Schedule 1, par. 8). Therefore, despite being abstractly a good fit for the presented use case in theory, such an exception is de facto unavailable right now throughout Europe, except for the UK.

If we consider fully automated AHSs as unlawful in the first place, the issue might lose its relevance and exception b) would become the most pertinent one. Arguably, none of the three criteria allowing fully automated decision-making under Article 22(2) [81] is met in this case [57, 79, 89]. If such systems were deployed, candidates could thus allege violation of Article 22(1), regardless of the content of the decision. In a different scenario in which applicants exercise their legal rights under the GDPR or EU equality law, processing of sensitive data is permitted under letter f), allowing it for the purposes of “legal claims”, which should not be intended as limited to court proceedings.

For what concerns the proposed AIA, Article 10(5) equips providers of high-risk AI systems, such as AHSs, with an additional exception for processing of sensitive data, namely for debiasing purposes. This provision may be invoked by the provider of the system, i.e., the same employer or, in most cases, a third party, at a developing stage. Such a broad exception would have both advantages as well as disadvantages [99]. It may nonetheless respond to criticism raised thus far with regard to the ban on collecting equality data for debiasing purposes [13, 39, 100, 108] and hopefully enable AI systems to provide reasonable accommodation as foreseen in Section 4.3.1.

In conclusion, as the law currently stands, processing of data related to applicants’ disabilities should be allowed under the exception laid down in Article 9(2)(b) GDPR. A normative intervention, at an EU or a national level, may be needed for the purposes of the exception under letter g) in the event of fully automated AHSs, even though the very same lawfulness of full automation in recruiting is disputable. Finally, Article 10(5) AIA could also provide a further exception, for processing of sensitive data for debiasing purposes during development stages.

### 3.2.3 Job applicants’ rights

Being data subjects for the purposes of the GDPR, job applicants with disabilities have the rights listed in Articles 12-22. In contrast, the AIA does not provide any legal action for individuals affected by an AI system [94], even though a violation of the prescribed standards may be alleged in a national tort law claim [101]. These data protection remedies ultimately safeguard data subjects’ fundamental rights (Article 2 GDPR). Therefore, they can be invoked to enforce a PWD’s right to non-discrimination. The right to access processed personal data (Article 15(1)) might help gather proof for establishing prima facie discrimination and thus reverse the burden of proof [48], as already mentioned in Section 4.3.2. On the contrary, non-discrimination law does not equip protected groups with such a right to access such data, hence data protection law proves itself a precious instrument for fighting algorithmic discrimination [6, 48].

Additionally, data subjects are granted the right to receive meaningful information about the logic involved (Article 15(1)(b)) as well as the right to contest the decision, the right to express one’s point of view, and the right to obtain human intervention (Article 22(3)).
Indeed, these provisions could be exercised by PWDs to contest a decision in violation of their right to non-discrimination, as well as to receive information on the functioning of the AHS for discovering whether it might discriminate and thus the opportunity to demand an alternative evaluation procedure. However, the importance of these rights should not be overestimated. Not only is their meaning highly debated in literature [37, 63, 67, 91, 103], but their application is also restricted to fully automated decisions in the meaning of Article 22 [26, 81]. Nevertheless, fully automated AHSs would be deemed radically unlawful under Article 22(1) for the above-mentioned reasons.

3.2.4 Employers’ obligations. Algorithmic disability discrimination constitutes a severe violation of the principles of accuracy and fairness enshrined in Article 5(1) GDPR [48]. Moreover, Art. 35(1) prescribes that data-controllers, i.e., employers, conduct a data protection impact assessment (DPIA) whenever a specific type of processing “is likely to result in a high risk to the rights and freedoms of natural persons”. Briefly, the DPIA is an assessment of those risks and the measures determined to address them [80]. It is indisputable that AHSs entail a high risk in the meaning of Article 35 and thus require a DPIA. This provision aims to promote further proactive engagement on behalf of the data controller, following a bottom-up approach [34] and ultimately establishing accountability as laid down in Article 5(2), since the specific safeguards are not dictated by law [12]. Rather, it is the controller’s duty to implement them. Hence, it can be sustained that both the GDPR and EU disability law aim at promoting a positive effort on behalf of private actors, and ultimately of society [69, 107]. If duly conducted, the DPIA provides an analysis of systemic risks of unfairness and discrimination, hence facilitating the exercise of job candidates’ individual rights to contestation, to express their view, and to human intervention [34, 54, 86].

Transitioning to the AIA, we are met with the idea of a public, central database for the registration of “standalone” high-risk AI systems, such as AHSs. Such a database could assist advocacy bodies and national authorities in detecting discriminatory AHSs [101]. Furthermore, being a high-risk AI application, AHSs ought to be “effectively overseen” by a human for “preventing or minimizing the risks to […] fundamental rights” (Article 14). Arguably, this provision would strengthen the employer’s duty to provide reasonable accommodation. In particular, Article 14(4)(d), entrusts the human supervisor with the decision whether to use the high-risk AI system in the first place, or otherwise disregard its output. Therefore, if an AHS posed a risk of algorithmic discrimination against PWDs, the employer would be obliged to provide an alternative evaluation procedure (Articles 5 EED and 14(4)(d) AIA).

3.3 Comparative insights

Lawmakers in Europe and in the US are currently occupied with algorithmic discrimination, specifically when occurring in automated hiring. Across the Atlantic, the debate on algorithmic discrimination in hiring has been fostered by the recent enactment of New York City’s bill on automated employment decision tools last December [29]. It reveals a transparency-oriented approach to non-discrimination, since it mandates the disclosure of technology used to evaluate an application. However, it seems to fall short of protecting PWDs. In fact, it only requires notice after screening of candidates, hence failing to present applicants with disabilities with the opportunity to ask for accommodation. Evidently, this would only be possible if the PWDs discover in advance that the AHS might be unjustly biased against them [90]. Therefore, the GDPR seems more far-reaching and fair than the New York bill at first glance.

Additionally, some recent developments in the comparable field of platform work can provide further insight on the selected use case. Notably, platform workers are subject to algorithms that automatically determine work conditions, i.e., their earnings and sanctions. Following the Spanish Ley Rider law No 9/2021 [11], the EU Commission published its draft EU Directive on platform work last December [27]. Similar to Article 9 GDPR, the proposed Directive prohibits the processing of sensitive data, including the very same exceptions. However, it is interesting to note that the exception based on the worker’s explicit consent (Article 92(a) GDPR) is explicitly excluded here, which confirms its unsuitability as a lawful legal basis for data processing in the employment context [30, 79]. Furthermore, the proposal grants platform workers the right to a human review even when the decision is merely supported by an automated tool; this is contrary to Article 22 GDPR that provides such a right only for those subject to fully automated profiling. Such a provision may not only be a source of inspiration for enhancing the protection of PWDs against discrimination, but since AHSs ought not to be fully automated in light of the previous arguments, the right to obtain human intervention should be extended to every and all AHSs for it to be effective.

4 TECHNICAL ANALYSIS

Besides developments in assistive technology [56, 59, 68, 71, 96], AI is generally developed without the needs of PWDs in mind, giving rise to applications discriminating against them [14, 52, 98]. For other protected groups, AI systems can be adjusted to improve the statistical fairness of its output, e.g., by increasing the importance of underrepresented groups [66]. Yet such a data-driven solution is hard to implement for PWDs, due to the heterogeneity of disability, as well as the need for a context-specific assessment of its relevance in any given circumstance [46, 106].

While we acknowledge that technology alone cannot achieve social justice [21], our aim in this section is to assess how AHSs can be made fairer than they currently are for PWDs. First, we propose to reduce the technical obstacles posed by the heterogeneity of disabilities, by using AI to understand disabilities. We refer to this process as modeling disability in Section 4.1. Second, in Section 4.2 we assert that AI systems should be able to leverage this understanding in order to provide the necessary accommodation and judge its reasonableness. Finally, even if unsuccessful in these tasks, we remain optimistic about the opportunities that AI can offer as a source of information discussed in 4.3.

4.1 Technical understanding of disability

Most of the success of recent AI systems has been due to their capacity to detect patterns in large amounts of data, with which decisions could then be automated at a large scale. Yet, as evidenced by the case where Amazon’s hiring system learned to systematically
undervalue women [33], not all learned patterns are desirable. To prevent discrimination, AI systems are now being modified to avoid patterns involving protected characteristics, again using a data-driven approach [66]. Standard solutions in this area attempt to remove bias against a protected group by introducing a reversed, synthetic bias in the form of positive discrimination for the entire group. However, such a debiasing technique can only be successful under the assumption that discrimination is homogeneous: e.g. that women are discriminated “because they are women”.

4.1.1 Heterogeneity. In contrast to the protected groups that are traditionally considered, the discrimination that PWDs experience is mainly heterogeneous [97]. For instance, an applicant that requires assistive technology to complete an online test may score lower on timing metrics in an AHS [98]. Comparably, candidates with autism may avoid eye gaze during an interview, which may be misinterpreted as a lack of confidence in their abilities. Finally, someone who has been recovering from a long-term illness in the past may be judged unfairly due to the gap in their résumé. Even these examples are each just one simplified instance of how the specific ‘disability profile’ of a person can lead to their undervaluation in an automated assessment. None of these examples, however, was an AHS discriminatory due to the person having a disability per se, but rather because the assessment procedure itself was inadequate for the applicant’s specific needs.

Instead, AI systems would do well in giving people the opportunity to make the system aware of their disability in an accessible way. Next, the AI should elaborate on such information to determine whether the specific disability would impact the requested skills and abilities. After all, for the purposes of providing reasonable accommodation (for which we refer to Section 4.2), it is not necessary to know the exact disability profile of an applicant. We should only focus on the specific reasons why they require accommodation in order to be assessed justly. For example, if due to a disability an applicant is unable to maintain eye contact during an interview, it is not relevant whether a visual impairment or autism is the determining factor. In both cases, verbal communication may be more informative about their capabilities.

4.1.2 Modeling disability. As a possible technical solution for managing the heterogeneity of disability, we therefore urge for more research into modeling disability, i.e. AI systems that can extract a set of features from an individual disability profile, which we refer to as limitations and we assume to be transferable to a wide range of cases. The idea is that a different AI (sub)system can rely on such information to propose reasonable accommodation while being unaware of the individual’s sensitive disability profile. Examples of such limitations may include “being wheelchair-bound”, “unable to communicate verbally” or “unable to work in loud environments”.

Inspiration may be found in recent advances in AI-based human resources (HR) tools that aim to model the skills and competencies of users [45]. A well-known example is the use of such a framework by LinkedIn to more efficiently profile job seekers [47, 87]. The main idea of this framework is to construct an ontology of skills, of which some are then assigned to people based on their own reporting or on automatic extraction from their résumés. Unfortunately, little is known about how these frameworks currently operate due to privacy concerns and economic motivations [45]. Still, it may be possible to better understand the disability of a person by being able to map it, manually or through automation, to an ontology of limitations. Arguably, the technical challenge is in constructing this ontology with the right level of granularity while taking into account that some disabilities only posed limitations in the past, e.g., an illness from which a person has fully recovered.

At the same time, we ought to be aware of the risks in attempting to model disabilities. Though it may help in simplifying the automation of a hiring process, the same simplification may lead to a characterization of limitations that is too vague to provide a true understanding of the disability, or one that is too rigid to provide the nuance that a PWD deserves. Fundamentally, the standardization of a person’s abilities poses ethical concerns (already discussed in Section 2.2) that should be carefully balanced against the potential practical advantage that such standardization provides [106]. A system to model disabilities should thus be careful to always put the holistic needs of the individual first.

4.2 Reasonable accommodation

Given the myriad of ways in which data and machine learning models can be biased [66], we should assume that AHSs will not fairly evaluate PWDs unless the process is specifically designed to reduce discrimination. A well-known result from fairness research is that simply removing sensitive data from the algorithm’s input (achieving the so-called “fairness through unawareness”) is insufficient, since the sensitive information relating to an individual may still be correlated with other, non-protected, features, or even proxies, in a subtle manner that ultimately cannot be ignored [83]. Similar to Section 4.1, we are concerned with the specific heterogeneous risks that PWDs face during these processes. We will explore several types of accommodations and then evaluate their reasonableness.

4.2.1 Providing accommodation. Under the assumption that the AI system has a practical model of a person’s disability as discussed in Section 4.1, we distinguish four ways in which a standard AHS may need to be modified in order to tackle the heterogeneity of disabilities and provide reasonable accommodation. First, it may be necessary to adjust the predictions of a model due to a group of persons with a particular disability having been undervalued in the past. Second, some disabilities may render the standard hiring process simply inaccessible, e.g., mutism if verbal communication is part of the assessment. Third, failing to automate accommodation, the only solution may be replacing the AHS with a human. Fourth, even if the candidate is fairly assessed, they may still require accommodation in the future to perform their job.

Adjusting predictions. The adjustment of predictions is the closest to the standard fairness modifications made for other protected groups. It is necessary when the data or model are imperfect [66]. For example, a person that suffered from a long-term illness may have only been employed part-time in the past. Especially if they have now recovered, they should not only be recommended part-time jobs in the future. In a different example, we may see that a data-driven AI system fails to provide any sensible assessment for people who use a wheelchair, simply because the model is unable to learn which jobs are accessible to those individuals and which
are not. The fact that the relevance of limitations is job-specific makes a data-driven approach particularly difficult.

**Multimodal input.** A hiring process may be setup in such a way that it, in theory, gathers enough information about a person without job-related limitations in order to make a fair assessment. However, if it involves a verbal interview for example, a person needing sign language interpretation can never be fairly judged based on audio data alone. It is thus necessary to design the hiring procedure in such a way that accepts input from multiple sources in different formats, e.g., evaluating either audio or sign language video data. Accommodation is then provided for some PWDs by excluding them from being tested in a format that is inaccessible to them. The problem where people need to receive the same assessment, even though they are ‘seen’ in different types of input format, is referred to as a *multimodal* problem [18]. While perceiving the world in this way is natural for humans, it is not the norm for AI systems and is therefore also not readily accessible for employers to use.

**Human intervention.** An AI system should have the ability to judge whether it can grant adequate accommodation. Otherwise, a human should replace it. However, this is infeasible for platforms where decisions are automated on a massive scale like LinkedIn [55]. Moreover, it may not improve fairness for PWDs, because there is no guarantee that the human will provide a less discriminatory or biased assessment. Arguably, the main advantage is a legal one: as discussed in Section 3.2, automated decisions are held to a higher standard than those taken by humans.

**Future accommodation.** We finally mention the problem of providing accommodation for the actual job. A classic example is a person who is wheelchair-bound and thus may require changes to the architecture at the workplace to properly perform their job. In order to also automate the end of the hiring process, Al should be able to make recommendations so that the job is made reasonably accessible.

### 4.2.2 Estimating reasonableness of accommodations.

For every type of accommodation to the hiring process listed in Section 4.2.1, we can question whether it is reasonable to make such adjustments. There is no established legal standard as to what is reasonable, since every accommodation should ideally be judged on a case-by-case basis. To judge the reasonableness of accommodations at the workplace, Al systems could be used to predict its economic cost for the employer. If this cost is accurately estimated as unreasonable, then the result could be used by the employer as motivation not to grant that accommodation. Building and training a prediction algorithm is again challenging due to the heterogeneity of disability and of possible tasks and assignments. Additionally, the reasonableness of such accommodations also changes over time as technology improves. It should also be questioned which adjustments to the AHS itself are reasonable. The adjustment of predictions for every kind of limitation or the possibility of learning from multimodal input are open research problems. Even if possible with the state-of-the-art, such accommodation carries with it a significant added complexity of the AI system and additional data requirements.

### 4.3 AI as a source of information

So far, our technical analysis has mainly consisted of listing the challenges and risks in providing reasonable accommodation in AHSs. However, some of the accommodations we deem ethically and legally necessary may not yet be possible to automate with present technology, due to the heterogeneity of disability that is so incongruent with the current paradigm of machine learning that is consistently data-driven.

Though we hope for further research into ways to model disabilities and provide reasonable accommodation, we also point out two ways in which AI systems can already improve the experience of PWDs in the job market. First, we can leverage data-driven approaches to recommend reasonable accommodations to job seekers, employees and employers. Second, we can benefit from the (partial) automation of hiring processes to protect the rights of PWDs.

#### 4.3.1 Recommending accommodation

Most hiring tools today are not fully automated (and should not be, as argued in Section 3.2.2). Instead, AI-based tools for hiring are developed to replace specific intermediate steps in the end-to-end hiring process [25]. In a semi-automated hiring process where humans still make the most important decisions, AI tools need not provide reasonable accommodation directly.

Rather, if a candidate chooses to disclose their disability, an AI-based tool could signal the need for accommodation to a human decision maker. If the disability is understood well enough by the AI system (e.g., using a technique discussed in Section 4.1), then the AI can only report the relevant limitations while keeping the sensitive disability information hidden from the human decision maker. If they agree that accommodation is needed, AI systems could then be used to recommend accommodations. Of the examples listed in Section 4.2, the simplest accommodation to suggest is that of future accommodation, as it does not require any modification to the assessment procedure. As discussed in Section 2.3, prospective employees also benefit from such recommendations, as information can help establish trust between them and their employers. AI can provide an invaluable benefit to both parties by making the information on reasonable accommodations more easily accessible.

#### 4.3.2 Protecting rights

If a part of the hiring process is automated through the use of a sufficiently transparent AI, then the use of it may inadvertently facilitate proving discrimination. While gathering proof is arguably one of the most burdensome tasks for PWDs under EU non-discrimination law, in the future it may be gathered from the *ex post* analysis of the automated decision-making process. That way it can, e.g., be established whether individuals with a certain limitation are consistently and unjustly undervalued. As data subjects under EU technology law (see Section 3.2), PWDs are also facilitated in exercising their right to access and right to contest. As such, the AI itself may be the surprise witness of an alleged discrimination.

### 5 CONCLUSION

Fundamentally, PWDs form a distinguishable vulnerable group that experience separation and discrimination in a manner unlike other protected minorities. As job seekers, PWDs are uniquely disadvantaged in that the disclosure of their disability is difficult to control
and may often not be in their best interest, causing a lack of trust in prospective employers. Conversely, these employers ought to feel morally obligated to prevent algorithmic discrimination if they employ AHSs, even though their good faith does not excuse breaches of EU equality law by virtue of its consequentialist approach.

The attention of lawmakers directed towards algorithmic discrimination in general, and to AHSs specifically, further demonstrates the urgency of the matter. Our analysis of current EU non-discrimination law concludes that the right of PWDs to reasonable accommodation also applies to cases in which AHSs are used. EU technology law provides instruments to ensure reasonable accommodation in automated hiring, paving the way to utilizing disability data for the purposes of improving social justice, and imposing further obligations on employers that may help enforce the applicants’ right to non-discrimination. Though there might be no determined legal solution to algorithmic discrimination, the proposed AIA (and the proposed Directive on platform work) reveal(s) the EU Commission’s willingness to address algorithmic bias.

In practice, AI systems struggle to supply reasonable accommodation due to a heterogeneity that is unique to PWDs as a protected group, which makes a data-driven solution infeasible. To some extent, this heterogeneity can be tackled by employing AI to better understand disabilities. Yet even with this understanding, the technical adjustments needed to provide accommodation are varied and challenging, presenting obvious risks for PWDs and therefore a demand for further research and testing in the long term. In the short term, AI can offer opportunities for PWDs by acting as a source of information during the hiring process, either by assisting in providing reasonable accommodation in hiring decisions that are not automated, or by presenting proof of the lack of accommodation in hiring decisions that are automated.

Our analysis has shed some much-needed light on the many forms in which PWDs experience algorithmic discrimination by AHSs. The use of data-driven tools for hiring purposes deserves careful consideration, given their impact on an individual’s life. Decent work and employment are vital for the well-being and dignity of all.
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