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ABSTRACT
Fairness in Machine Learning (ML) has mostly focused on interrogating the fairness of a particular decision point with assumptions made that the people represented in the data have been fairly treated throughout history. However, fairness cannot be ultimately achieved if such assumptions are not valid. This is the case for mortgage lending discrimination in the US, which should be critically understood as the result of historically accumulated injustices that were enacted through public policies and private practices including redlining, racial covenants, exclusionary zoning, and predatory inclusion, among others. With the erroneous assumptions of historical fairness in ML, Black borrowers with low income and low wealth are considered as a given condition in a lending algorithm, thus rejecting loans to them would be considered a “fair” decision even though Black borrowers were historically excluded from homeownership and wealth creation. To emphasize such issues, we introduce case studies using contemporary mortgage lending data as well as historical census data in the US. First, we show that historical housing discrimination has differentiated each racial group’s baseline wealth which is a critical input for algorithmically determining mortgage loans. The second case study estimates the cost of housing reparations in the algorithmic lending context to redress historical harms because of such discriminatory housing policies. Through these case studies, we envision what reparative algorithms would look like in the context of housing discrimination in the US. This work connects to emerging scholarship on how algorithmic systems can contribute to redressing past harms through engaging with reparations policies and programs.

CCS CONCEPTS
• Theory of computation → Design and analysis of algorithms; • Applied computing → Sociology.
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1 INTRODUCTION

Fairness in Machine Learning (ML) has tried to provide a set of meaningful criteria for different groups to be treated equally when developing an ML system [5, 16]. Because the system is developed using training data, it is natural to focus on assessing fairness within the particular moment of time that the data capture. The assumption of using the data is, in this case, that people of different groups represented in the data have been fairly treated. In other words, the group difference of credit scores in a loan application or a risk assessment score from a criminal justice algorithm is considered as fairly treated input data in that assumption. However, this assumption of historical equal treatment is erroneous in a society in which histories of disinvestment and discrimination produce unequal social hierarchies along the lines of race, gender, and class.

This is the case of mortgage lending discrimination, and broadly housing discrimination, in the US. Housing discrimination in the US is complicated with racism from private sectors, including racial covenants, and the history of state-sanctioned and institutionalized discriminatory policies, including redlining and exclusionary zoning, thus leading to residential segregation and targeted disinvestment in education and the built environment. These resulted in today’s significant racial wealth gap in the US—for instance, a study by Boston Federal Reserve Bank identifies that the estimated median net worth of White people was $247,500 whereas that of Black people was $8 in 2015 [54]. As a result, Black borrowers who apply for a mortgage loan have significantly fewer funds available for down payments and suffer from higher debt payments than White borrowers, as shown in Fig. 1.

While studies like this (and like our own) treat race as a quasi-natural category in order to measure disparities, it is important to keep in mind that racial categories such as Black, White, Asian, or Native American are socially and politically constructed. It is not so much that certain bodies “have” a race as an inherent property but rather that certain bodies are constantly undergoing racialization [58]. The racial stratification created because of such historical discrimination fundamentally challenges the assumptions of fairness
in ML by introducing historical bias into today’s decision-making points [69]. Put simply, the base distribution of measuring creditworthiness by race, as shown in Fig. 1, has disparities by race and the reason can be attributed to historical discrimination which limited access to wealth accumulation through housing. Without acknowledging this, even if algorithmic lending systems achieve perfect accuracy, they will inevitably reproduce and amplify racial disparities. Thus, how can we develop a system and/or process that is to achieve the core objective of fairness in ML—in which different groups are treated truly equally?

We build on recent work on algorithmic reparation to argue that a reparative approach to developing an algorithmic process and/or system can contribute to redressing the historical harms that lead to deeply unequal base conditions in a decision-making or resource-allocation process [22]. A reparative approach urges us that there is an imminent need for deeply engaging with historical context to figure out why such population differences occur in the dataset. This should be the starting point of (1) analyzing what the counterfactual distribution would look like if there were no historical bias, and (2) intervening in algorithmic systems by suggesting a reparative scenario in such systems to converge the differences.

We specifically focus on reparations and housing related to African Americans for several reasons. Black people have been systemically harmed by unequal housing policy including redlining and residential segregation [32, 42, 45] and these policies are considered the biggest factor of widening the racial wealth gap [21, 52]. They are the group for whom reparations have been a public conversation since the end of the Civil War and the abolition of slavery [12, 20]. There is a growing literature on reparations for Black people in a variety of contexts [17, 37] and the practical experiments in reparations that have begun to take place in municipalities across the US [8, 73].

For navigating such a reparative approach, we conduct two case studies. The first case study shows how institutionalized redlining, which denied mortgage insurance to neighborhoods that Black people and immigrants most lived in from the 1940s to 1960s, affected the accumulation of wealth through housing. This can be understood as a first step in identifying historical bias in the system and justifying the need for a reparative approach. Then, the second case study develops an ML system that shows the estimated cost of reparations if we wish to intervene in today’s mortgage lending to address historical harms. It calculates the cost that is needed for Black borrowers who got rejected to get a prime loan to be accepted. This specific estimation, as well as the more generalized method, can contribute to the evaluation of housing reparations policies and programs that are trying to converge the racial wealth gap.

Through these case studies of housing discrimination in the US, we suggest an operationalizable reparative framework starting from recognizing and acknowledging past harms that affect today’s data and developing an ML system that contributes to redressing the harms. Broadly, this study can exemplify ways in which an ML system can intervene in a society in which discrimination is historic and systemic. Algorithms alone cannot deliver or guarantee reparations; a fully reparative approach would also entail numerous political, social, and financial considerations. Nevertheless, given that today’s mortgage loan decisions are increasingly made through automated decision-making systems [33, 39, 40], it is crucial to understand the underlying system and develop an ML process that is reflective of current mortgage lending algorithms to suggest a reparative intervention. Primarily, we propose that reparative algorithms may be mobilized to support policy analysis and thus contribute to the overall debates about interventions that can eliminate stratification between groups due to structural discrimination.

First, we review the literature on fairness in ML, the limitations of the concept of fairness, and discuss the potential ways that an ML system can address past injustices. Then, we give a brief history of housing discrimination in the US and discuss how such discrimination is related to today’s racial wealth gap. Subsequently, we also review the concept of reparations and recent government-driven housing reparations programs in the US, as well as describe how algorithms and ML can contribute to such policies and practices. Then, we introduce two case studies using historical data and current mortgage lending data in the US with a discussion of their policy implications.
2 LITERATURE REVIEW

2.1 Limitations of Fairness in Machine Learning

In recent decades researchers have argued that computational systems and automated decision-making can bring potential harm to people, particularly politically and socially marginalized groups of people, including people of color, women, and low-income people. This is particularly because predictive systems are accepted without critiques and, due to the proprietary nature of the systems, it is hard for people to challenge automated decisions. In relation to race, this can be especially exacerbated by systems that, instead of dealing with existing and real racial stratification, attempt to sweep it under the algorithmic carpet by trying to prevent racial identifiers from being considered by the system. This represents a kind of “colorblind” approach to fairness in automated systems [13, 14].

After the landmark investigation of a risk assessment algorithm named COMPAS [3], researchers concluded that algorithmic risk assessment can be biased and stressed the need to study how “fairness” of algorithms can be achieved [18]. It includes prohibiting protected attributes and proxies that correlated to the attributes [36], producing an algorithm to set similar accuracy between protected attributes including race and gender [66] or set similar error rates between those groups [2]. As a culmination of these studies, for instance, Narayan et al. [55] and Bellamy et al. [9] summarized that there are 21 different fairness criteria against which we can test our algorithms. However, these definitions of fairness can be incompatible with each other. Kleinberg et al. mathematically proved that it is impossible to meet both accuracy and demographic parity if the base rate between groups is unequal [49], and there are also unrecognizable errors because of the bias coming from training data sets.

More fundamentally, some researchers have questions about the fundamental limitations of the concept of fairness and its applicability in machine learning. In the context of risk assessment in the criminal justice system, Green asserted that algorithmic fairness relies on two false assumptions: one is that using an algorithm guarantees more objective decision making and the other is that risk assessment will introduce a more just criminal justice system [34]. In particular, he warned against the prevalent assumption that if we avoid the bias coming from human decision-making, then we could achieve fairness. This assumption ignores the fact that, particularly in the US context, there are base rate differences between groups—including race and gender—and these differences are “themselves the product of discrimination” [34]. Thus, even an algorithm that guarantees perfect accuracy would still discriminate against Black people and give undue advantages to White people [34]. Suresh and Guttag argued that this “Historical Bias” can occur “even if data is perfectly measured and sampled if the world as it is or was leads to a model that produces harmful outcomes” [69]. Without acknowledging Historical Bias, fairness criteria “launder the product of historical discrimination into neutral and empirical fact” [34]. These issues show that training datasets can encode past discrimination. To overcome such issues, scholars have suggested that a more fundamental shift in thinking is needed, such as pursuing “epistemic reform” which “challenges the discourses rather than the technical specifications of risk assessments” [34]. These perspectives are in line with what several law scholars propose as “algorithmic affirmative action,” which emphasizes the responsibility for historical discrimination that causes today’s inequalities [11, 15, 43]. Overall, these researchers ask how ML systems can be structured and mediate decision-making processes when there are accumulated injustices before the decision-making point [6], as well as how such machine learning systems can operate as “a mechanism to remedy past injustices” [5]. The critical question, then, is how current decision-making should be critically related to past histories, and how algorithms can be adjusted and adapted to intervene in domains with high levels of historical and structural discrimination.

2.2 A Brief History of Housing Discrimination and the Racial Wealth Gap in the US

Housing has been one of the crucial means of accumulating wealth in the US, thus it is important to understand housing discrimination, mortgage lending, and their role in producing the racial wealth gap. This section is not meant to paint a comprehensive picture of housing discrimination—Rather, it is to emphasize that systemic housing discrimination in the US is rooted in the transatlantic slave trade, the treatment of human beings as property with no rights, and post-Civil War efforts which continued (and continue) to deny people their rights through an array of public and private mechanisms.

First, after the European settlers arrived in the Americas, they constituted a form of property law consisting of two core characteristics: possession and a right to exclude [38]. However, in the process of executing the property rights, both were highly racialized. Obviously, the Americas were not empty and yet the property law did not guarantee the first possession or labor, and “[o]nly particular forms of possession—those that were characteristics of white settlement” were legitimized and supported by the law [38]. Furthermore, in the framework of the plantation economy, enslaved people were considered commodities. Therefore, Black people, particularly, had an “intimate relationship to property,” because Black people were the victim of the idea of property, and they were the property itself. Walcott argued that “thiningification” and the modern conception of property should be centered in abolitionist politics because precisely such conception was created to police enslaved people [77]. This “crucial tension between property and humanity” indeed divided humans into an arbitrary fraction in the Representation Clause of the Constitution—The House of Representatives calculated a slave as of a person [38]. Slavery allowed to make Black people be tradable in the market, thus slaves could be even “transferred, assigned, inherited, or posted as collateral” [41]. Overall, through turning humans into property, White people have been able to accumulate their wealth through enslaved labor [38]. For instance, by enslaved people as collateral, the cotton plantation was able to get a mortgage and expand its business [24].

Even after slavery was abolished in 1865, de jure discrimination and segregation continued. Formerly enslaved people, for instance, were not granted any form of reparations, though they demanded
them. Rather, in contrast, the enacted plans ended up giving more land to mostly White people. For instance, the Homestead Act of 1862 granted over 240 million acres to homesteaders and thus provided ways of accumulating wealth through land. However, the Southern Homestead Act of 1866, which was initially designed to assist freedpeople, did not end up granting much land to them because not just as much of the land was unsuitable for farming, but many freedpeople could not afford the fee for the application and there was “continuing hostility and violence by whites against Black claimants” [26]. Eventually, the law was repealed earlier like many other Reconstruction programs [65].

Rather than granting enslaved people land, “separate but equal” policies dominated early in the 20th century. In the long period of the “Jim Crow era,” between the end of the Civil war in the 1870s and the beginning of the civil rights movements in the 1950s, even though African Americans became legal citizens, the social and economic mobility of Black people was limited by residential segregation. In the late 1930s, the establishment of the Home Owners’ Loan Corporation (HOLC) and the Federal Housing Administration (FHA) contributed to constructing institutionalized redlining [1]. The HOLC created a series of maps in the 1930s to measure and analyze the financial risk to banks for making loans in those neighborhoods. They graded neighborhoods in four groups from A (Best), B (Still Desirable), C (Definitely Declining) to D (Hazardous). The maps were the result of research coming from private and local assessors, lenders, and realtors. Although controversial on nuanced understanding, the white gaze towards racially and ethnically minoritized neighborhoods, all of whom were graded as ‘D,’ was endemic to both HOLC and FHA [80], and the FHA denied the insurance of the mortgage loan to those neighborhoods [30]. These maps are considered to clearly illustrate the long history of systemic, state-sanctioned racism in housing in the US, particularly “how decades of unequal treatment effectively limited where Black households lived in the 1930s” [31]. Institutionalized racism was exacerbated by racism in the private sphere like racial covenants and predatory loan terms like balloon payment or “on contract” terms, leading to further racial segregation [17].

Even after redlining became outlawed by the enactment of the Fair Housing Act of 1968, which prohibited discriminatory housing policies and practices on protected classes such as race and gender, de facto discrimination and segregation continued. Beginning in the 1970s, the FHA finally began insuring mortgages for Black homeowners. However, the loan conditions were not the same as those for White families who had benefited through the New Deal housing policy and suburbanization. Rather, Black homeowners were offered more predatory terms, and loans were still mostly granted in segregated communities of color where many of the homes available for purchase were in poor shape because of decades of neighborhood-level disinvestment. This “predatory inclusion,” combined with the advent of securitized mortgages, targeted and extracted higher interest rates from the segregated communities of color [71]. The harms of subprime lending culminated in the Great Recession of 2008, causing the current homeownership gap between Black people and White people to be wider than it was in the 1960s prior to the enactment of the Fair Housing Act [74].

The racial wealth gap in the US today, as a result, has tremendously widened because of these long and chained practices and policies of housing discrimination. As of 2019, the Federal Reserve Bank of St. Louis measured that the median net wealth of White people was $184,000, whereas the median net wealth of Black people was $23,000 [48]. Such stark differences in the wealth gap are not just because of individual spending habits or that Black families spend more on education. Rather, it is mostly related to the structural concentration of wealth within certain groups of people. When controlling for socioeconomic status, Black families save slightly more money than the similar level of White families, and even with similar socioeconomic status, Black students are more likely to go to colleges than the similar socioeconomic level of White students. However, these college degrees are not well poised to accumulate wealth because they are more likely to borrow money to pay for college. This is because the ability to accumulate wealth to pay for college and buy a home comes from intergenerational wealth transition [21]. Put simply, “White Americans have had centuries of government assistance to accumulate wealth,” whereas Black Americans have not [37]. Derenoncourt et al. studied the racial wealth gap between the abolition of slavery and 2020 using the data from the historical census data, state tax records, and the Survey of Consumer Finances [23]. Their study showed that, first, the biggest determinant of the diverged wealth gap between White people and Black people is housing. Second, the wealth gap had converged 50 years after Emancipation, but it almost stopped converging by 1950 and was very steady as of 2020. Lastly, convergence under different scenarios seems difficult and has rather arrived at a “steady state” represented by today’s wealth gap. Even active interventions like lump-sum reparations may not resolve the racial wealth gap because the base rate for accumulating wealth is different by race. This indicates that more permanent policies that give minoritized groups the means of accumulating wealth, such as homeownership should be enacted to resolve the racial wealth gap [23].

2.3 Reparative approach: redressing historical harms through algorithmic reform

Reparations mean the full acknowledgment of past harms and figuring out the ways of redressing the past and ongoing harms [19, 79]. Recent successful reparations cases include lawsuits against Swiss banks and European insurance companies for harms of Nazi past and the monetary awards and official apology of the US government of illegal internment camps of Japanese Americans [53]. However, even though diverse sectors have endorsed reparations for slavery, there was no federal-level enactment of reparations for slavery in the US [20]. Still, as the monumental essay by Ta-Nehisi Coates noted, it is important to confront how America’s history has shaped the economy and political landscape and consider how to make an equitable society through the ideas of reparations [17].

After the abolition of slavery, there was a reparations plan called “40 acres and a mule,” which was supposed to give enslaved people a large land (40 acres) and a means of transportation (a mule) for reparations for southern enslaved people. However, President Andrew Johnson reversed the order and rather transferred back the land to former Confederate landowners. Even the legislative proposal to “study” the cost of reparations, called HR 40, could not pass [70]. However, the murder of George Floyd and the Black Lives Matter movement sparked the contemporary conversation
about reparations and culminated in the enactment of the first government-driven reparations program in Evanston, IL. The eligibility of the local reparations program is people who identify as Black who live or whose ancestors lived in Evanston between 1919 to 1968. They can receive $25,000 to be used either by paying for a mortgage, applying for a new mortgage or remodeling their home [73]. Drawing on this first case, many other US cities, including Asheville, NC, and St. Paul, MN, started to either legislate the reparations bills or create a reparations commission to formulate a plan for addressing equity and wealth disparities in the city [63, 72]. These activities are in line with questions of how to operationalize reparations in the US by making a clearer connection to past harms in a local context. Municipal-level governments were able to specifically undertake these efforts in relation to housing which had such a direct impact on the racial wealth gap [46].

Given that the critical question of algorithmic fairness is that because today’s data is the product of historical discrimination in an unequal society, we must think about how we can “develop new methods that recognize and account for the structural conditions of discrimination, oppression, and inequality” [34]. Relatedly, Davis et al. argued that “algorithmic reparation” could contribute to redressing the past harms of an unequal society using algorithms [22]. They suggested bringing the theories of intersectionality and a reparative approach to machine learning to critically assess and address systemic discrimination. However, because systemic discrimination is a combination of structural, organizational, and interpersonal policies and events, it is challenging to pinpoint the causal relationship between discriminatory policies and events. The question, then, is how we develop a reparative algorithm that may help identify histories of discrimination and provide some measures of redress. Overall, given that we are living in an unequal society built upon algorithms that reproduce inequalities, we need to think about what the “reparative algorithm” would be in the context of such practical problems out there. Barabas et al., for instance, argued that machine learning and statistical techniques should be used for identifying discrimination and formulating policies for intervention, rather than predicting risks [4].

3 CASE STUDIES: HOUSING DISCRIMINATION AND REPARATIVE APPROACH

We suggest a reparative framework in which an ML system can contribute to intervening in a reparative way in today’s mortgage lending discrimination through two case studies using mortgage lending data in the US and the historical census data. Case study 1 establishes the need for a historical and reparative approach when addressing today’s mortgage lending in the US. Then, case study 2 explores how ML can be applied not for risk assessment but for assessing the reparative potential of policy interventions. Before we introduce two case studies, we briefly review the literature on mortgage lending discrimination in the US, particularly in the context of FinTech which relies on automated lending algorithms. Although there are numerous studies that have investigated mortgage lending discrimination in the US [27, 27, 28, 44, 61, 62], there are relatively few studies of more recent automated lending algorithms. Mortgage lending firms rapidly adopted machine learning algorithms throughout their decision-making as FinTech emerged in the 2010s. Most of such automated lending systems make an instant decision after they have the input they request from the user, and traditional lenders have also started to integrate automated decision-making systems [40]. Interestingly, research shows that FinTech lending algorithms approve White applicants and non-White applicants at equal rates when controlling the effect of other critical characteristics of borrowers like a loan-to-value ratio and debt-to-income ratio. However, both studies also show that Black and Hispanic borrowers were charged higher subprime interest rates, compared to similar White borrowers [7, 39, 40].

Although these results may be related to the current racial lending landscape where lending institutions spatially target segregated communities of color [44, 68], the results do not fully account for the effects coming from the history of housing discrimination. In other words, these results may show how the “problem formulation” [59, 60] in FinTech mortgage lending, a process of translating traditional lending practices into data science problems, inadequately consider historical discrimination. In a lending environment that makes decisions with historical bias [69], these studies cannot account for disparities that occurred because of historical discrimination that limited the accumulation of wealth to specific racial groups. People with low income and low wealth are just understood as a given condition in the lending algorithm, thus rejecting loans to those people would be a “fair” decision even though the same people were historically excluded from housing ownership and wealth accumulation. The existence of such historical bias in mortgage lending data in the US challenges the applicability of fairness criteria in ML.

To examine this issue in mortgage lending discrimination, we conduct two studies. Each study is designed to identify the historical effects of discriminatory policies that cause the racial wealth gap and suggest an ML system that contributes to the analysis of the policies that seek to eliminate the racial wealth gap. The first case study examines how a neighborhood-level disinvestment policy called redlining caused a racialized pattern of accumulating wealth through housing. The second case estimates the amount of money for supporting today’s Black borrowers to obtain prime mortgage loans, using the 2020 Home Mortgage Disclosure Act (HMDA) data.

3.1 Study 1: Identifying historical bias: accumulation of wealth through housing

Using causal inference methods, the first study illustrates the necessary step of identifying historical bias. We use residential security maps created by the Home Owners’ Loan Corporation (HOLC) in the late 1930s and historical Census data to show how institutionalized redlining policies and racist white gazes on the redlined neighborhoods have shaped the ways of accumulating wealth through housing. Through this kind of study, governments can identify the wealth gap at the neighborhood level and thereby both characterize the historical bias as well as justify the need for a reparative approach rather than a fairness approach to deal with durable structural inequalities.

3.1.1 Data and Methods. We used two main sources for this study. The first data was a set of maps created by the HOLC in the late 1930s. The maps were digitized by the University of Richmond’s
We used the rate of non-White people because the 1940 and 1950 Census did not collect race-specific owner-occupied households.
spatially adjacent matched control sets, we tested two different matching/weighting methods to estimate Average Treatment Effect for the Treated (ATT): propensity score matching and weighting with trimming the 5th and 95th percentile weights. The rest of the process is structured as follows. First, we checked the covariate balance of each method for \( t = 1940 \). The process of checking the balance of covariates before and after matching and weighting can be found in the appendices. After confirming that the covariates are well balanced after refining control sets using propensity score weights, we ran the matching and weighting estimators for three different outcomes using propensity score in 1940: homeownership rate of non-White people, median home value, and the ROI rate.

3.1.2 Results. The left plot of Fig 3. shows the effect of receiving D-grade neighborhood on the homeownership rate of non-White people. When redlining policies were enacted, homeownership was slightly more concentrated in D-grade neighborhoods, but in general, the homeownership rate of non-White people was only 1.1%. Around when the Fair Housing Act was enacted, non-White people finally could own housing through the FHA-insured mortgage. However, we can see evidence of “predatory inclusion” [71] in which the granting of mortgage loans to non-White people were more concentrated in segregated communities, as this plot shows that non-White people in the D-grade neighborhoods owned approximately 10% more homes than non-D-grades. As Taylor studied, the FHA’s mortgage insurance expanded to Black borrowers after the Fair Housing Act was enacted, but such investments were enacted not through active community integration but in segregated neighborhoods [71]. Additionally, the effect of the foreclosure crisis, as a result of predatory lending practices, hit more homeowners in D-grade neighborhoods than non-D-grades, as shown in the last part of the figure.

The center plot of Fig. 3 shows the difference in median home value between D-grade neighborhoods and non-D-grade neighborhoods. First of all, the median home value in D-grade neighborhoods is always lower than the value of homes in non-D-grade neighborhoods, suggesting how persistent the gap is. The home value gap between D-grade and non-D-grade neighborhoods was flattened a bit in the 1970s, potentially suggesting positive effects of the Fair Housing Act. However, the gap continued to diverge until the 2000s. But after the 2000s, we see evidence that the gap converged, which could be attributed to the result of subprime lending practices. In 2016, because of the effect of the foreclosure crisis, the gap diverged again dramatically.

The right plot of Fig. 3 shows the effect of receiving D-grade neighborhood on return on investment (ROI). The ROI gap in the 1940s was -0.16 when estimated by the matching estimator and -0.2 when the weighting estimator, meaning that when one buys a home in a D-grade neighborhood, they would lose 20% of the invested money for this home as compared to a counterfactual home in a non-D-grade neighborhood. But after the Fair Housing Act, the ROI gap converged to zero and the effect of ROI on D-grade neighborhoods was even flipped to positive until the 2000s with some fluctuation in the 1980s and the 2000s. Such a flip can be accounted for the fact that D-grade neighborhoods were slowly becoming gentrifiable for real estate developers [67] and ripe for predatory lending practices [27]. However, the ROI gap between D-grade and non-D-grade neighborhoods went diverged again after the foreclosure crisis. The widened gap in 2016 was similar to the gap that existed before the Fair Housing Act.

These plots contribute to answering whether redlined neighborhoods have received an opportunity to emerge out of the discriminatory policies and practices or whether the neighborhoods were involved in more covert exploitation in the context of residential segregation. For instance, we observe that the homeownership of non-White people dramatically increased after the Fair Housing Act, but they could own home mostly in segregated neighborhoods. Their home was devalued whereas the home value in White-majority neighborhoods skyrocketed. The ROI of D-grade neighborhoods was the highest in the 2000s and the home value gap was suddenly decreased, but it implies that the neighborhoods became attractive to banks which could spatially target vulnerable neighborhoods to sell subprime loans [44, 68] (one of the main causes of the foreclosure crisis). These spatially targeted loan practices were possible because of the residential segregation that redlining practices made possible. In other words, redlining brought not just direct effects such as the denial of mortgage insurance to redlined neighborhoods, but redlining also brought indirect effects that produced vulnerabilities. These indirect effects, in interaction with public and private actors, further limited the opportunity of accumulating wealth and extracting capital from the redlined neighborhoods.

This study further suggests that without bringing historical context, applying only fairness criteria in algorithmic decision-making in mortgage lending in the US is unsatisfactory and unfair. For instance, mortgage lending developers are prohibited from using protected attributes like race and gender [78]. This is in line with the idea that individuals who have similar characteristics, and credit-worthiness in the loan context, should be treated similarly. However, in this case, such a loan algorithm would miss low-wealth applicants’ counterfactual characteristics, such as whether applicants or their parents had been affected by racially discriminatory housing policies and practices. Identifying such historical bias is crucial to bring a reparative approach to addressing the historical inequalities in the loan application data and thinking beyond fairness criteria.

There are limitations and considerations of this study. Although this study relied on causal inference methods, isolating the effect of D-grade neighborhood is limited because the selection on observable methods (matching/weighting) relies on the assumption that there are no confounders outside the covariates we obtained. However, this assumption is challenging to fully achieve because the availability of historical data in this context is scarce and limited. Instead, the results of this study can be understood in relation to numerous other studies that try to identify the structural factors that have contributed to widening the racial wealth gap [21, 23, 54]. It also suggests future research to develop a more nuanced understanding of how housing discrimination has operated through residential segregation, gentrification, and predatory lending, all of which are contributing to the racial wealth gap.
3.2 Study 2: Measuring the intervention: cost of housing reparations

Given the existence of historical discrimination and the limitations of applying fairness criteria, how can algorithmic systems support a reparative approach to mortgage lending discrimination and broader policy formulation? The second study estimates financial resources for supporting today’s Black borrowers. We draw on Barabas et al.’s argument that an algorithmic system should be used for intervening into an unequal system, not simply predicting risks [4]. Using the previous literature on actionable recourse [47, 75, 76] and the HMDA data, this study quantifies how much money would be needed in order for Black borrowers who were previously rejected from a prime loan to flip the decision.

Using this method, for instance, this study can examine the effectiveness of the Restorative Housing program in Evanston, IL. The city of Evanston offered $25,000 per Black person for housing reparations, and it was designated to be used for housing-related expenses. If Black borrowers who had previously been rejected from receiving loans used that additional money to apply for new housing, would the current lending algorithm accept them? The $25,000 down payment assistance was not helpful in terms of getting access to mortgage loans, the city of Evanston might need to increase the amount of down payment assistance or need to devise creative policies to forgive the debt (if their debt was one of the reasons they were denied a loan). Also, it is particularly important to assess whether or not they could get a loan with prime interest rates because previous research studying FinTech shows that there are racial disparities in granting subprime loans and higher interest loans are harmful and related to foreclosure [7]. Overall, this study contributes to the estimation of the overall financial scale of the federal-level housing reparations program and also to evaluating local housing reparations programs that a few cities in the US have been preparing [8].

3.2.1 Data and Methods. This study uses the 2020 Home Mortgage Disclosure Act (HMDA) data. HMDA is a public dataset that requires lending institutions in the US to document every mortgage loan decision. Using the latest HMDA data is necessary because of the recent inclusion of loan-to-value ratio and debt-to-income ratio which are the two most important metrics of mortgage loan decision making. The descriptive statistics of the dataset can be found in the appendices. For the estimation, we first excluded second lien loans to exclude the effects of other loans attached to a property. Then, we separated conventional loans and FHA loans for analysis because the distribution of loan-to-value ratio varies depending on the types of loans—conventional loans typically require 20% down payment whereas FHA loans only require 3.5% down payment. For the estimation of the cost of flipping loan decisions, this study relies on the epistemology of algorithmic recourse [76], particularly the methodology of the actionable recourse paper [75]. The paper provides specific ways of actionable recourse if one was negatively categorized from a linear classifier by testing a grid of action sets of features. “Action sets” comprise guidelines for whether or not one can manipulate the features to flip the algorithm’s decision. We set the loan-to-value ratio and debt-to-income ratio as actionable in the context of the housing reparations program because, for instance, borrowers can improve the loan-to-value ratio by getting financial assistance from governments in the form of reparations. However, housing reparations programs cannot manipulate borrowers’ income, loan terms, or property value.

The overall process was the following. First, we trained a logistic regression classifier using the HMDA data. We set the outcome variable as a dummy variable of whether or not a borrower gets a prime loan (which is defined by whether or not the rate spread is less than 1.5 percentage points [29]). We incrementally trained the model state by state using Stochastic Gradient Descent (SGD) classifier in the Scikit-learn package. The protected features such as race and gender of borrowers were not included in the training data because usually modelers of loan algorithms are prohibited from accessing these variables [78]. Then, we constructed the action sets using the coefficient of the model. Given that housing reparations programs can financially support borrowers, We set the action sets that we can decrease either the loan-to-value ratio or the debt-to-income ratio of each borrower. Then we calculated the cost to flip the decision by estimating the cost of filling the gap of each ratio if the borrower’s race was Black or African American. For instance, when a Black borrower applied a $85,000 loan to buy a...
property $100,000 with $15,000 down-payment, the loan-to-value ratio is 85%. If the actionable recourse algorithm recommends decreasing the loan-to-value ratio to 80%, then the estimated cost of assistance is $5,000. We also included the cost of decreasing the debt-to-income ratio by suggesting that the reparations program could support multiple years to mitigate the debt if borrowers need to decrease their debt-to-income ratio. However, the specific ways of supporting financial means to decrease the debt-to-income ratio should be further studied because it is hard to estimate the scope of assistance. For instance, suppose a borrower has a $40,000 auto loan and needs to pay $200 per month. In this case, even if a reparations program supported the borrower to pay the auto loan a year ($2,400), that would not fully cancel the debt. Nevertheless, knowing the amount of monthly debt relief that could flip the decision would be helpful for policymakers to devise a housing reparations program.

### 3.2.2 Results

For conventional loans, the total number of Black borrowers who were denied a prime conventional loan in the model was 41,830. Among them, 39,028 people could flip the decision by decreasing the loan-to-value ratio or debt-to-income ratio but 2,802 people could not even if a housing reparations program supported either decreasing loan-to-value ratio or debt-to-income ratio. Decreasing borrowers’ loan-to-value ratio is related to providing down payment assistance. It is relatively easy to formulate a housing reparations program by providing down payment assistance because it is a one-time payment. The total cost for decreasing the loan-to-value ratio was $891M. However, it is challenging to devise a program for decreasing borrowers’ debt-to-income ratio because it is unclear to know the total debt of each borrower by only checking the debt-to-income ratio. Nevertheless, A total of $3.6M per month to decrease the debt-to-income ratio to flip the decisions. On average, one denied Black borrower who applies for a conventional loan needs to have $41,256 down payment assistance and $205 monthly support for the debt. Fig. 4 shows the compensation needed for conventional loans by states—Blue bar graphs show the compensation needed to decrease the loan-to-value ratio and red bar graphs show the compensation needed to decrease the debt-to-income ratio (per month).

For FHA-backed loans, because they require only a 3.5% down payment, there was no way of flipping loan decisions by decreasing the loan-to-value ratio. Thus, we only found ways of decreasing the debt-to-income ratio to flip the decisions. The total number of Black borrowers who were denied a prime FHA-backed loan in the model was 52,973. Among them, 45,055 people could flip the decision by decreasing the loan-to-income ratio but 7,918 people could not even if a housing reparations program supported decreasing the debt-to-income ratio. The total cost for decreasing the debt-to-income ratio was $26M per month. On average, one denied Black borrower who applies for an FHA-backed loan would need to have $578 monthly support for debt relief. Fig. 5 shows the compensation needed for FHA-backed loans by states—Red bar graphs show the compensation needed to decrease the debt-to-income ratio (per month).

The results of this study contribute to formulating and evaluating local housing reparations. For instance, it can be used for evaluating the effectiveness of the housing reparations program in the city of Evanston, which offered $25,000 for housing-related expenses. In Cook County, where Evanston is located, on average, a Black borrower who applied for a conventional loan but could not get a prime loan needed to get a $33,289 down payment assistance and $173 monthly support for paying the debt to flip the decision. Alternately, if the borrower applied for an FHA-backed loan, then they needed to get a $591 monthly support for the debt payment on average. Among 1,843 borrowers who applied for conventional loans, only 500 borrowers (27.1%) could flip the decision if they used the $25,000 for lowering the loan-to-value ratio. Among 2,266 borrowers who applied for FHA-backed loans, 1,513 people (66.7%) could flip the decision if they spent $25,000 for two years paying down their debt. This estimation suggests that the city of Evanston might need to increase the amount of down payment assistance and also need to formulate a policy of lowering down the debt-to-income ratio, potentially in collaboration with local lending institutions. Because lending institutions do not know the total debt of each borrower, the logic of forgiving the debt-to-income ratio should be thoroughly structured in collaboration with lending institutions and governments to account for the support to decrease the debt-to-income ratio. For instance, local lending institutions could devise a unique way of calculating the debt-to-income ratio if one applies for a loan through the housing reparations program with assistance.

There are limitations and considerations of this study. First, we could not obtain credit histories or credit scores, which is one of the most crucial determinants for granting a loan, but they are not visible on the HMDA data. Although it would affect the accuracy of the statistical modeling, nevertheless, it is impossible to directly manipulate credit histories in the scenario of a housing reparations program. Second, since every lending institution has its own lending algorithm for decision-making, there would be variations from this estimation. Therefore, the results of the study can be understood as an algorithmic system that reflects today’s lending conditions. Lastly, since we only calculated the recourse of Black borrowers who applied but failed to get a prime loan, we miss potential borrowers if such a reparative plan is enacted. Therefore, this estimation should be understood as the minimum number for covering active borrowers, and further research is needed to figure out the ways in which potential borrowers can be included. Additionally, some critics might argue that this reparative approach could contribute to another foreclosure crisis because it only opens the entry point of owning a home but does not intervene in the later steps of paying mortgages. Although there is a study that demonstrates that prime conditions produce more foreclosures, not individual conditions [25], these potential critiques suggest keeping an eye on other sectors that could be additional barriers to improving material conditions of securing a mortgage, including employment, education, and residential segregation.

### 4 CONCLUSION

Through two case studies, we have envisioned what reparative algorithms could be in the context of housing discrimination in the US. The first case study was undertaken to justify the development of reparative policies by identifying and characterizing historical bias. This is not a single study that proves the causal relationship between housing discrimination and the racial wealth
Figure 4: Compensation needed to flip conventional loan decisions by states. The blue bar graphs show the amount of money needed to decrease the loan-to-value ratio and the red bar graphs show the amount of money needed to decrease the debt-to-income ratio.
Figure 5: Compensation to flip FHA loan decisions by states. The red bar graph shows the amount of money needed to decrease the debt-to-income ratio.
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A APPENDICES
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Treatment Variable</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>treat</td>
<td>Binary variable indicating whether a neighborhood was D-grade (D).</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Unit</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>holc_id</td>
<td>Unique ID of a HOLC neighborhood (i).</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>year</td>
<td>Year of the time (1940-2016).</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Ten-year intervals except 2010 and 2016 (t).</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>population</td>
<td>Population of a neighborhood.</td>
<td>6,064.4</td>
<td>12,750.6</td>
</tr>
<tr>
<td>pop_density</td>
<td>Population density of a neighborhood.</td>
<td>2,696.3</td>
<td>3,745.5</td>
</tr>
<tr>
<td>white_perc</td>
<td>Percentage of White people in a neighborhood.</td>
<td>0.94</td>
<td>0.13</td>
</tr>
<tr>
<td>dissimilarity_index_weighted</td>
<td>Spatially-weighted dissimilarity index for measuring segregation.</td>
<td>0.19</td>
<td>0.25</td>
</tr>
<tr>
<td>median_adj_rent</td>
<td>Median rent adjusted to 2019 dollars.</td>
<td>556.0</td>
<td>248.7</td>
</tr>
<tr>
<td>mid_age</td>
<td>Median age of buildings of a neighborhood.</td>
<td>19.0</td>
<td>16.7</td>
</tr>
<tr>
<td><strong>Outcome Variables</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>median_adj_homevalue</td>
<td>Median home value adjusted to 2019 dollars.</td>
<td>198,750.2</td>
<td>209,093.5</td>
</tr>
<tr>
<td></td>
<td>Return on Investment rate of given time.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>roi_homevalue</td>
<td>Calculated as ( \frac{\text{median}<em>{t} - \text{median}</em>{t-10}}{\text{median}_{t}} ).</td>
<td>0.13</td>
<td>0.37</td>
</tr>
<tr>
<td></td>
<td>Therefore, the ROI values are calculated after ( t = 1950 ).</td>
<td></td>
<td></td>
</tr>
<tr>
<td>nonwhite_homeownership</td>
<td>Home ownership rate of non-White people in a neighborhood.</td>
<td>0.44</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 1: Variables and descriptive statistics for the analysis of case study 1.
Figure 6: Propensity score distribution before (left) and after (right) matching. Treated are neighborhoods that were D-graded.

Figure 7: Covariate balance results after matching (left) and weighting (right).

Figure 8: Histogram of control weights after trimming the 5th and 9th percentile weights (left) and the result of covariate balance using trimmed weights (right).
Table 2: Action sets for finding recourse of the logistic regression classifier trained for loan decisions. The lower and upper bound shows the data of Massachusetts.
<table>
<thead>
<tr>
<th>Loan Characteristics</th>
<th>Mean</th>
<th>SD</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Income (1,000$)</td>
<td>137.89</td>
<td>707.3</td>
<td>74.42</td>
<td>119.60</td>
</tr>
<tr>
<td>Loan Term (month)</td>
<td>345.24</td>
<td>48.52</td>
<td>359.57</td>
<td>8.49</td>
</tr>
<tr>
<td>Loan Amount ($)</td>
<td>327,787.3</td>
<td>285,892</td>
<td>234,620.75</td>
<td>106,604.41</td>
</tr>
<tr>
<td>Property Value ($)</td>
<td>419,111.29</td>
<td>487,631.51</td>
<td>243,137.63</td>
<td>111,855.9</td>
</tr>
<tr>
<td>loan-to-value ratio</td>
<td>82.31</td>
<td>14.76</td>
<td>96.73</td>
<td>5.36</td>
</tr>
<tr>
<td>debt-to-income ratio</td>
<td>34.58</td>
<td>8.71</td>
<td>42.92</td>
<td>9.28</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Census Tract Characteristics</th>
<th>Mean</th>
<th>SD</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minority Population (%)</td>
<td>27.67</td>
<td>22.78</td>
<td>37.28</td>
<td>27.52</td>
</tr>
<tr>
<td>Family Income to MSA (%)</td>
<td>118.88</td>
<td>44.68</td>
<td>101.03</td>
<td>32.62</td>
</tr>
<tr>
<td># of Owner Occupied Units</td>
<td>1510.31</td>
<td>962.87</td>
<td>1492.66</td>
<td>931.58</td>
</tr>
<tr>
<td># of 1-4 Family Houses</td>
<td>2042.55</td>
<td>1212.28</td>
<td>2097.86</td>
<td>1148.58</td>
</tr>
<tr>
<td>Median Age of Buildings</td>
<td>33.96</td>
<td>17.90</td>
<td>34.49</td>
<td>17.91</td>
</tr>
</tbody>
</table>

Table 3: Descriptive statistics of conventional and FHA-backed loan applications used for the case study 2. Data: 2020 HMDA data.