Disclosure by Design: Designing information disclosures to support meaningful transparency and accountability
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ABSTRACT
There is a strong push for organisations to become more transparent and accountable for their undertakings. Towards this, various transparency regimes oblige organisations to disclose certain information to relevant stakeholders (individuals, regulators, etc). This information intends to empower and support the monitoring, oversight, scrutiny and challenge of organisational practices. Importantly, however, these disclosures are of limited benefit if they are not meaningful for their recipients. Yet, in practice, the disclosures of tech/data-driven organisations are often highly technical, fragmented, and therefore of limited utility to all but experts. This undermines a disclosure’s effectiveness, works to disempower, and ultimately hinders broader transparency aims.

This paper argues for a paradigm shift towards reconceptualising disclosures as ‘interfaces’ – designed for the needs, expectations and requirements of the recipients they serve to inform. In making this case, and to provide a practical way forward, we demonstrate Document Engineering as one potential methodology for specifying, designing, and deploying more effective information disclosures. Focusing on data protection disclosures, we illustrate and explore how designing disclosures as interfaces can better support greater oversight of organisational data and practices, and thus better align with broader transparency and accountability aims.

CCS CONCEPTS
• Security and privacy → Human and societal aspects of security and privacy; • Human-centered computing:
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1 INTRODUCTION
There are calls greater transparency around organisational data practices [37]. Information disclosures, whereby organisations provide particular information to an interested stakeholder, typically individuals (users), as one way of potentially increasing transparency over the often opaque nature of organisational practices. Generally, disclosures seek to inform and balance information asymmetries [29], and support accountability and recourse [13]. Importantly, disclosures will be of limited benefit if they are not meaningful to their intended recipients – yet, current disclosure practices typically entail highly technical ‘data dumps’ [5, 8, 44, 50], often with little to no supporting information to assist the recipients with interpretation [30]. This hinders meaningful transparency [2, 7, 8, 41], as it becomes increasingly challenging for all but the most expert recipients to navigate and comprehend the information which has been disclosed.

Better disclosures are not only possible, but crucial for supporting broader organisational transparency and accountability. Towards this, we make the case for a general reconceptualisation of disclosures towards user interfaces as a means for pursuing more effective transparency. This is because interface design provides a perspective where better understanding users’ aims, needs, and expectations can lead to more appropriate and useful creations [25], which can be leveraged (alongside the wealth of HCI insights, methodologies, and evaluation techniques [1, 16, 46]) to design disclosures which are more suitable, usable, and meaningful for their intended recipients.

1.1 Supporting accountability
Disclosures often form part of a transparency regime, where transparency typically seeks to support accountability [13]. Fundamental to accountability, however, is that information is disclosed such that the recipient can effectively engage with, understand, and take steps
to act on that information [9]. Transparency does not necessarily provide much benefit in and of itself [3, 9, 35]. Indeed, too much information can even counter-productively hinder understanding of what is happening, obscuring useful material behind or within other information (the so-called 'transparency paradox' [47]); current disclosure practices appear an unfortunate case in point (§2.2). Instead, meaningful accountability requires the disclosure of contextually appropriate information [13]: that (i) relevant to the forms of accountability likely to be involved, (ii) accurate in that it is correct, complete and properly representative, (iii) proportionate to the level of knowledge needed, and (iv) comprehensible by those to whom an account is owed. Such information, in turn, supports the broader accountability mechanisms of deliberation, review, interrogation, contestation, challenge, recourse, etc. [13, 32].

1.2 Toward meaningful disclosures

This paper argues that better disclosures—which act to meet the needs of their recipients—are possible. In particular, we challenge the overly-technical and fragmented nature of current disclosures, and highlight the potential and ways for realising better disclosures. This topic warrants urgent attention; as we have seen with other forms of mandated information (e.g. privacy policies [39]), the typical efforts and approaches for implementing such disclosures—whether effective or otherwise—tend to cement themselves as the ‘status quo’ over time. Current public discourse around the practices of tech/data-driven organisations along with new and emerging regulations that often include transparency provisions (§2.1) together offer an opportunity to challenge and reshape the expectations of information disclosures. This could prevent the current (inadequate) approaches to disclosures from being considered acceptable and falling into a stasis of (ineffective) ‘checkbox exercises’ as a result.

Specifically, we demonstrate the potential for disclosure interfaces, where disclosures—conceptualised as user interfaces—are designed around the needs, interests and expectations of their recipients. We illustrate one potential methodology (Document Engineering [23]) for their construction and evaluation, practically demonstrating the process by elaborating the methodological steps (and by leveraging a selection of real-world disclosures) for creating a disclosure interface. We then indicate the potential for disclosure interfaces through a user-study, showing that participants found a disclosure interface more usable, and were more confident in understanding its information. In all, we highlight the need for more attention to be brought to the practical dimensions of disclosures (and transparency regimes in general), showing that considering disclosure design can help in making organisational transparency measures more effective.

2 THE IMPORTANCE OF EFFECTIVE DISCLOSURES

An effective disclosure works to support a transparency regime, as the information disclosed can assist in monitoring and holding organisations to account for their actions (or, indeed, inactions) [13]. Disclosures are important for addressing power imbalances and information asymmetries, potentially helping to bring about more empowered and informed stakeholders [4] by providing a means to reveal or oversee organisational practices of concern or interest. For example:

**Users**, or those otherwise affected by a technology, potentially have much to gain from being able to understand more about an organisation’s internal practices, particularly those that impact themselves. This may be a sole individual with an interest in how organisations use their information, or it could involve support from activists, civil society or public interest groups, etc. Having greater oversight over organisational practices can assist in better understanding the potential implications of engaging with an organisation (directly or indirectly), in determining whether the organisation behaves in line with expectations, and supporting further action. That is, disclosures can provide information that enables users to understand, identify, and push back against unscrupulous practices in an informed way [45, 51].

**Regulators** (i.e. independent public authorities responsible for monitoring and enforcing the application of the law) will also have an interest in the practices of organisations, and effective disclosures can assist them in carrying out their role. For example, disclosures can assist regulators’ monitoring and oversight activities, ensuring that organisations are behaving appropriately and in accordance with their legal obligations [13]. Regulators play a particularly important role, given that they can take action in ways that individuals cannot; in investigations, disclosures can act as evidence, from which enforcement steps can be taken – be it guidance, warnings, or more serious punitive measures.

**Organisations** (including representative groups and trade organisations) themselves also stand to benefit from more transparency over their actions. Effective disclosures give opportunities for interested external parties to probe their actions, perhaps helping to identify practices leading to issues or outcomes that may be unexpected or unintentional (i.e. verifying that processes are operating as intended). Better disclosure practices can also help facilitate improved user relationships through demonstrating that they take their responsibilities seriously [34, 42].

2.1 Disclosure obligations within data protection law

Given the scale of personal data processing, disclosures within data protection regimes are particularly important. Data protection law generally seeks to empower those whose personal data is processed by organisations by providing means to oversee and such processing. The provision of disclosed information can support a range of interested stakeholders in understanding and challenging the organisational practices that concern them, and can assist in bringing organisations using personal data to heel [15]. The role of disclosed information in this regard has long made it (alongside organisational transparency and accountability more broadly) an important focus for policymakers.

The prominent example of data protection law is the EU’s General Data Protection Regulation (GDPR) [18]. The GDPR governs the processing of personal data, strengthening the rights of those whose personal data is being processed (‘data subjects’), while reinforcing the responsibilities of the organisations or entities responsible for that processing (‘data controllers’). A foundational principle of the GDPR is the transparency of information about processing (GDPR
While there are various benefits to having meaningful and effective transparency obligations to disclose information to data subjects about processing involving their personal data and about their rights in relation to that processing (Arts. 13–14). Such is the importance of these obligations that the GDPR attaches potential fines of up to the greater of 20M€ or 4% of the data controller’s global turnover for non-compliance (Art. 83(5)(b)).

One key right under the GDPR’s transparency regime is data subjects’ ‘right of access’ to personal data (Art. 15). This right allows individuals to request a copy of any personal data relating to that which is being processed by the controller, and obliges controllers to respond in a timely manner. Such ‘data disclosures’ should include additional information, including (amongst others) the purposes of processing, the categories of personal data concerned, and the recipients or categories of recipient to whom the personal data has been shared (Art. 15(1)).

The transparency of organisational practices also serves as an important mechanism for regulators. Under the GDPR, regulators are granted a range of investigatory, advisory, and corrective powers (Art. 58). These include the ability to carry out investigations in the form of data protection audits (Art. 58(1)(b)), to obtain access to all personal data and to all information necessary for the performance of its tasks (Art. 58(1)(e)), and to issue reprimands where processing operations have infringed provisions of the Regulation (Art. 58(2)(b)). Importantly, regulators also have the power to set standards, and intervene if current disclosure practices are deemed unsatisfactory (Art. 58(3)). In this way, they have the ability to influence the practices and procedures of organisations for the better, and to shape these going forward.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

2.2 Limitations of disclosure practices: A need for attention

While there are various benefits to having meaningful and effective transparency over organisations that process data, current disclosure practices leave much room for improvement. For one, it has been shown that data disclosures can be difficult to understand; they are often fragmented, decontextualised, and highly technical in nature [5, 8, 44]. Moreover, there is much inconsistency in how organisations handle disclosures and in the information returned [5, 8, 44, 50], making it challenging for more general tooling or guidance to assist. Indeed, in obtaining disclosures for this research (§4.1), we found that they were highly inconsistent, technical, fragmented, and decontextualised from the applications at hand.

The importance of these obligations that the GDPR attaches potential fines of up to the greater of 20M€ or 4% of the data controller’s global turnover for non-compliance (Art. 83(5)(b)). Importantly, regulators also have the power to set standards, and intervene if current disclosure practices are deemed unsatisfactory (Art. 58(3)). In this way, they have the ability to influence the practices and procedures of organisations for the better, and to shape these going forward.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

2.2 Limitations of disclosure practices: A need for attention

While there are various benefits to having meaningful and effective transparency over organisations that process data, current disclosure practices leave much room for improvement. For one, it has been shown that data disclosures can be difficult to understand; they are often fragmented, decontextualised, and highly technical in nature [5, 8, 44]. Moreover, there is much inconsistency in how organisations handle disclosures and in the information returned [5, 8, 44, 50], making it challenging for more general tooling or guidance to assist. Indeed, in obtaining disclosures for this research (§4.1), we found that they were highly inconsistent, technical, fragmented, and decontextualised from the applications at hand.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.

While but one example, the GDPR is fast becoming the global standard in data protection, influencing subsequent regulations around the globe. Several similar regulatory efforts have since (or are due to) come into effect, including California’s CCPA [12], Brazil’s LGPD [40] and India’s PDPB [36], each of which offers comparable (to a degree) rights, record-keeping and transparency obligations for data controllers. Moreover, EU law requires that personal data can only be transferred to non-EU jurisdictions in certain circumstances, including where that jurisdiction has a similarly adequate level of data protection (Art. 45), thereby effectively working to ‘export’ certain standards.
understanding and oversight. Towards this, we argue that reconceptualising disclosures as user-centric interfaces—such that they are designed around the needs of their intended recipients—represents one practical way forward. Importantly, the aim of such is not simply for ‘prettier’ interfaces, as these won’t necessarily translate to more meaningful transparency; nor should interface design act as a replacement for the provision of ‘raw data’, which can allow for deeper analysis and validation, while helping support compliance (§2.1). Rather, disclosures must first and foremost meet their purpose of informing recipients and supporting effective transparency and oversight.

3.1 Reshaping disclosure practices

Different avenues of study contribute to our suggested paradigm shift towards disclosures as organisational interfaces. For example, Drucker’s proposed approach of ‘graphesis’, the “study of the visual production of knowledge”, includes a close, critical analysis of the conventions of the graphical user interface (GUI) that “encode knowledge through [its] visual structures and rhetorics of representation” [17]. In other words, certain graphical forms carry with them epistemological assumptions about the information they present, and can ultimately steer a user’s interpretation of that data. This is particularly relevant for the presentation of disclosure data; for instance, Drucker notes how information arranged “statically” in tabular form (as seems common with current data disclosures; §2.2) can give the impression that it has been produced according to a “strict distinction of content types” that are now unchangeable. Without a critical methodology, this form will then come to be expected by users and its arbitrariness will come to seem the only way that this information can be presented. Moreover, this theory illustrates a limited window of opportunity to work towards reshaping disclosures into something more meaningful to their recipients, ultimately fostering a new genre of data disclosure which utilises interface design to deliver information. Towards this, we will now show one such methodology, Document Engineering [23], which appears particularly promising in helping to create interface disclosures that are more contextually appropriate, meaningful, and effective.

3.2 Creating more meaningful documents with DocEng

Document Engineering (DocEng) is an established methodology for specifying, designing, and deploying the information models that enable document-centric applications [23]. It involves describing disparate information and data sources with “new document models,” reusing “common or standard patterns to make documents more general and robust”. DocEng is said to assist in making information flows more consistent, structured, compatible, and visible across stakeholders; it was a crucial methodology in the transition from people-oriented documents to technical schemas.

DocEng works to find commonalities amongst forms and transaction documentation so as to streamline and automate document exchange within and across organisations. Organisational relationships are conceptualised as a chain of document exchanges, where the parties understand each other’s documents. In this way, documents are framed as exposing the inputs and outputs of business processes, where they serve as the public interfaces to the organisation [23]. The DocEng methodology contains six steps, involving the deconstruction of existing information sources (steps 2–3) into a reconstruction of related documents (steps 4–6), based on requirements of the stakeholders (step 1).

Given that the aims of DocEng are to to facilitate a more consistent, structured, and understandable approach to document exchange, it follows that the methodology is applicable to the context of creating user-oriented disclosures. Fundamentally, disclosures are documents, and we can therefore look to ‘deconstruct’ examples of current disclosure practices (i.e. technical data dumps) before ‘reconstructing’ them as user-facing documents—interfaces—that are more intuitive and which better align to the requirements of their recipients. DocEng therefore works in concert with design methodologies (such as user-oriented development), documentation approaches (e.g. datasheets [21], model cards [27]), or any number of other potential methods to build and tailor the appearance of these disclosures once the substance of those documents are established. While the context of use changes—i.e. we flip the typical application of DocEng from deriving schemas from user-facing interfaces to the reverse—we maintain the integrity and order of DocEng’s six steps.

Again, DocEng is but one (promising) approach to creating more meaningful disclosures. In outlining how we might apply this methodology, our aim is not to argue that this is how disclosures should be created, nor that DocEng will be applicable in every situation (such factors being highly contextual). Rather, we illustrate one such way in which interfaces offer a new way forward, towards information disclosures that are designed around the needs of recipients.

4 METHOD: DISCLOSURE INTERFACES IN PRACTICE

To illustrate the types of disclosures that an interface-conceptualisation might facilitate, and their potential, we now explore how one might engineer and evaluate disclosure interfaces. Our focus is on data disclosures aimed at individuals, i.e. the user or someone otherwise affected by the technological or organisational practices. This is because in a personal data context, individuals are the target of the transparency regime and are afforded related rights (§2.1). Moreover, design practices are particularly relevant for individuals c.f. other stakeholders who often have access to greater expertise.

We begin by developing an exemplar disclosure interface—grounded in actual disclosures from real applications—illustrating the DocEng methodology’s six key steps in a disclosure context (§5). We evaluate the output against an example representing current practice through a user study with 123 participants (§6).

4.1 Grounding the process

We demonstrate the process from the perspective of a hypothetical organisation which has developed a mobile app. This app tracks and records exercise sessions (running, cycling, etc.), and streams music to the user as they work out. It collects a broad range of data in the process, including user fitness information, GPS data, and music streaming activity. It uses this wealth of data to make inferences about each user (e.g. their shopping and eating preferences, and
their state of physical and mental well-being) to supply targeted advertising (ads) based on user profiles (i.e. groups of users with similar inferences). This app was designed to cover several aspects of common functionality (i.e. exercise tracking, music streaming, advertising) and be derivative of existing and widely used apps and practices, while remaining realistic in the data processing that occurs (we derived the nature of the data and its processing from real organisational disclosures).

To ground our work, we obtained a collection of data disclosures from 20 popular tech-oriented services. We did this by first identifying a range of different application sectors, some of which were directly related to our app in question (e.g. music streaming services, exercise tracking apps, advertising platforms), while others to gain a broader view over the disclosure landscape (e.g. news and media, food delivery services, communication platforms; see [33]). We then selected apps that were highly prominent within that sector (number of users, app store ranking, etc.), using that service for a period of time, and obtaining disclosures through two methods: exercising our GDPR right of access, and using ‘download your data’ tools.\(^2\) Note that our intention was not to collate a representative or exhaustive sample of organisational disclosure practices (as others have studied; §2.2), nor was our aim to single out any particular organisations or sectors. Rather, our goal was to obtain a sample of disclosures from indicative organisations, so to illustrate current disclosure practices, and to provide a grounded basis for deriving a disclosure interface reflective of real-world disclosure practices.

5 DEMONSTRATING ‘DOCUMENT ENGINEERING’ – STEP-BY-STEP

DocEng [23] comprises six steps in total, which we now demonstrate being adapted to a disclosure context.

5.1 Descriptive analysis

The first three steps involve selecting disclosures of interest, identifying commonalities, and analysing current practices.

**Step 1 – Analyzing the contexts of use:** The first step of DocEng entails analysing the contexts in which the outcome of the process, here the disclosure, will be used. In the context of disclosures, this step involves identifying the potential stakeholders and what they might wish to gain from the disclosure, thus acting as requirements for the later steps of analysis. It is also important to consider the legal requirements that the disclosure should meet (satisfying the organisation’s regulatory obligations). Often the outcome of this step will be generally applicable across a range of disclosures, and thus the contexts of uses may be similar across a range of organisations and sectors. As discussed, a general requirement for disclosed information is that it should be contextually appropriate (§1.1), providing information which is (i) accurate, (ii) relevant, (iii) proportionate, and (iv) comprehensible [13]. The presentation of disclosure data will naturally impact across all of these dimensions, and can assist in identifying ways in which disclosure interfaces can better support stakeholders in meaningfully engaging in how an organisation is processing personal data.

**Step 2 – Analysing business processes and patterns:** The second step involves exploring current business (data) processes. Here, we used the range of disclosures we obtained to consider on the ‘categories’ (i.e. types) of data presented, alongside how this data is grouped, structured, and represented within current disclosures (Table 1). Such patterns allowed us to start to build an indicative model of the types of information that our exemplar disclosure should likely contain, and how this information might be grouped and presented to form a more contextually appropriate disclosure. For example, we observed that all exercise apps contained data that matched the ‘user details’, ‘activity data’ (exercise sessions), ‘geographic data’ (exercise coordinates), and ‘device information’ categories; correspondingly, music streaming apps all contained user details, activity data (music streamed), purchase information (subscriptions), and usage logs.

<table>
<thead>
<tr>
<th>Category</th>
<th>Brief Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>User details</td>
<td>Information about the user and their account</td>
</tr>
<tr>
<td>Activity data</td>
<td>Records produced while using the service</td>
</tr>
<tr>
<td>Purchase/transactions</td>
<td>Purchase history</td>
</tr>
<tr>
<td>Geographic data</td>
<td>Location-based data</td>
</tr>
<tr>
<td>Inferences</td>
<td>Inferences about the user</td>
</tr>
<tr>
<td>Search history</td>
<td>What the user has searched for</td>
</tr>
<tr>
<td>Community/social</td>
<td>Groups joined, public messages, etc.</td>
</tr>
<tr>
<td>Private messages</td>
<td>Private messages between users</td>
</tr>
<tr>
<td>Media</td>
<td>Photos, videos, etc.</td>
</tr>
<tr>
<td>Health data</td>
<td>Data relating to the user’s health</td>
</tr>
<tr>
<td>Support messages</td>
<td>Messages between the user and the organisation</td>
</tr>
<tr>
<td>Usage logs</td>
<td>Logs generated while using the service</td>
</tr>
<tr>
<td>Device information</td>
<td>Information about the user’s device(s)</td>
</tr>
</tbody>
</table>

**Step 3 – Document analysis:** The third step involves analysing the documents. This entails analysing the content and structure of the disclosures we obtained, including looking at the structure of disclosures of particular sectors (and more broadly) to explore how related data is grouped, and whether visualisations or other modalities might better suit the context of the recipient’s requirements. We also contrasted the disclosures against the interfaces of the apps in question, to identify where the disclosure could better align with the experiences of the user. While only a few organisations presented data in HTML (though even much of this was still tabular), most comprised several files of structured data (CSV, JSON, etc.) which were typically highly technical in nature (often containing database keys, hashed values, etc.). Furthermore, closely-related information (e.g. exercise sessions and their corresponding GPS coordinates) were often separated, requiring technical knowledge and effort to join and meaningfully interpret them. Many data types were generally uninterpretable or required some conversion – dates and times were frequently presented as UNIX timestamps, location data was usually in lat/lon, durations were typically in seconds (regardless of length), and some values lacked measurement units.

\(^2\) While there is a distinction between such tools and GDPR rights requests, a number of organisations instructed us to use such tools when exercising our data protection rights. Moreover, these tools are common mechanisms by which this information is disclosed by many (larger) organisations, and therefore directly reflect how individuals gain access to their data in the real world.
Figure 2: Left: A prototype component for the ‘activity data’ category, showing our recontextualisation of disparate exercise, geographic, and streaming datasets. Right: A prototype disclosure interface containing the ‘advertising’ component.

for interpreting the data (e.g. “distance: 5008”); see Fig. 1 for an indicative example.

5.2 Constructing our disclosure
The next three steps of DocEng involve constructing and implementing the document (disclosure interface). Importantly, DocEng does not prescribe any particular design approach, such that various design methods can be employed as appropriate. Here we opted to undertake rapid prototyping to create our interface [49], though other approaches (e.g. co-design) could be relevant. Again, we reiterate that the interface we develop is to illustrate what is possible with the methodology, and does not represent the only way that such interfaces can be created, nor their outcome.

Step 4 – Component assembly: The fourth step involves starting to prototype components (groups of related data which, when collated, present a bigger picture of the information at hand). This involves exploring how disclosure data might be re-assembled into more meaningful structures (i.e. re-imagining the ‘substance’ of what the document should contain), and how these may be presented. Importantly, we consider how users might interpret and understand the data itself; for our exemplar, we aggregated information from different files to maintain the contextual nature of what they represent (e.g. joining exercise summaries and GPS coordinates). We considered the presentation of this data, opting to plot geographic data on a map, pace information as time series, etc. Where data was presented in numerical formats, technical data types (e.g. UNIX timestamps) were converted into more familiar date formats, units were presented where relevant, and snippets of information about how these data were being used were included. We explored this process for three prototype components (relating to the ‘user details’, ‘activity data’, and ‘advertising’ categories) to support a demonstration – though, in practice, this would involve all applicable categories identified during Step 2.

Step 5 – Document assembly: The fifth step of DocEng entails assembling the components into a document model, which works to provide a complete understanding of what the final document should look like, and how relevant components are grouped. In demonstrating this step, we aimed for a simple design, breaking up related components into sections that the user can navigate. Structurally, we opted for an HTML-based disclosure, given the potential for pagination, interactive components, and compatibility. We created pages for groups of related information (i.e. components), and added hierarchical navigation links that the recipient could traverse. In short, we brought together the components of Step 4 (Fig. 2; Left) into a cohesive prototype of our disclosure (Fig. 2; Right).

Step 6 – Implementation and beyond: This final step of DocEng concerns operationalising and implementing the new interface. This involves the organisation putting the engineered disclosure into practice (e.g. for our demonstrator, creating and deploying the HTML/CSS/Javascript for our interactive browser-based disclosure). Given the requirements of the GDPR, all files should be obtainable by the recipient allowing for local (offline) archival and access – though organisations may consider providing an online version through their app as well.

Importantly, the DocEng process does not end here; much like the applications themselves, disclosure interfaces entails an iterative approach – refining and adapting practices as the systems, usage contexts and requirements change, and as the wider landscape of transparency regimes continues to evolve.

6 THE POTENTIAL FOR ENGINEERED DISCLOSURES
The goal is for disclosures that better meet their purpose of effectively communicating information. Here we explore this dimension, as well as ways that disclosures might be compared—outlining a way forward, not only for the creation of disclosure interfaces, but for their evaluation and iterative development—focusing on principles of usability and information retrieval (over aesthetics alone; see §7.2).
We now present a user study that explores to what extent individuals might benefit from an 'engineered interface' (EngIn) compared to that of a 'control interface' (ConIn) (Fig. 3; Left) that reflects current practice. EngIn was our final version of the interface (developed in §5, see Fig. 2 & Fig. 3; Right), and comprised three main sections: 'My account', 'My activities', and 'Advertising profile'. ConIn comprised real-world disclosure responses we received from organisations, fusing together the information for advertising, music streaming, exercise tracking, and account information categories to reflect our app’s functionality. Importantly, both ConIn and EngIn contained the same underlying information, and were reflective of the information contained within actual disclosures. This allowed our control interface to be representative of current practices while still acting as a point of comparison for our engineered disclosure.

Again, our focus was on individuals (those using the app; see §6.1), and we focus on three main points of measurement: user preference as a data point reflecting which disclosure participants preferred; usability through the System Usability Scale (SUS) [11]; and task certainty reflecting the participants’ perceived confidence in being able to meaningfully interrogate the data held within the disclosure. We also asked open-ended questions to probe participants on their views regarding disclosures. By comparing EngIn to ConIn, we explore the potential for what disclosures could become when designed as interfaces. Our approach also illustrates how such disclosures might be compared and contrasted, though the exact nature of what makes a disclosure ‘effective’ will often relate to its particular context.

6.1 Method
We recruited participants through Mechanical Turk, requiring those having a high rate (>95%) in successfully completing tasks on the platform (such criteria in line with guidance from the literature [43]). All participants were UK-based, given we sought native speakers from territories with established data protection regimes. We ended up with 123 participants (63% male; 37% female) with a fairly broad level of technical expertise (26% claimed to have ‘Expert’ or ‘Advanced’ technical knowledge; 41% had a ‘Good level’; and 32% had ‘Some’ or ‘No’ knowledge). Participants were compensated by an amount reflecting the UK’s ‘living wage’ and we received approval from our Department’s ethics committee.

Participants were first introduced to the concept of disclosures and given an overview of the study. After consenting and providing some optional demographic information, they were presented with a description of our app and asked to imagine that they had requested a copy of their personal data. Participants were given no indication as to how or why the two interfaces were designed (until the end of the study), to help mitigate ‘good-subject’ effects [31]. Participants were randomly allocated one of the two interfaces to start with, and asked three questions relating to the content within (on what date they accepted the Terms of Service; the distance they ran on a particular session, and why a particular advert was shown to them). After providing each answer, they were then asked how certain they were (“Very certain”; “Uncertain”; or “Couldn’t answer”). At the end of the three questions, the participants then completed an SUS questionnaire for that interface [11], before repeating these steps on the other interface (half moving from ConIn to EngIn, the other half from EngIn to ConIn). Finally, participants were asked which interface they preferred, followed by a series of open-ended questions about their experiences with the two interfaces, including what they liked and disliked about the interfaces, and what advice they would give to designers of disclosures going forward.

Please see our supplementary materials for further details of the interfaces, study and the analysis [33].
6.2 Results

Our study evaluates the effectiveness of our engineered interface (EngIn) in comparison to current practices (ConIn).

6.2.1 Participants preferred EngIn to ConIn: When directly asked which interface they preferred, participants near unanimously selected EngIn over ConIn (98%). This was further supported when comparing the proportions of those that prefer EngIn using a Chi-Squared test, $\chi^2(1, N=123) = 115.130, p < .001, \phi = .97$.

6.2.2 Participants found EngIn more usable than ConIn: We also compared SUS scores for each interface. The SUS is a 0–100 score "that can be used for global assessments of systems’ usability" [11]. A higher score indicates a more ‘usable’ interface, with prior work determining that a “poor” average SUS score is 35.7, “okay” is 50.9, and “good” is 71.4 [6].

Considering the SUS scores, we found a statistically significant difference between the two interfaces in EngIn’s favour (Table 2: comparison 1). To control for any potential ordering effects [38], we also compared SUS scores for only the first interface that participants were shown; as ordering was randomised, which gave two groups of (unpaired) SUS responses, each comprising half of the participants. Again, findings indicated a statistically significant difference between the two interfaces in EngIn’s favour (Table 2: comparison 2). We also controlled for the impact of the participants’ technical expertise on their scores, repeating two further SUS comparisons (both controlling for ordering effects); one containing only those who self-identified as having limited or no technical knowledge ($n = 40$), and another with only those with advanced or expert technical knowledge ($n = 32$). In both cases, EngIn received statistically higher SUS scores than ConIn (Table 2; comparisons 3 & 4). Though EngIn being preferred is perhaps unsurprising, these results show the potential for designed interfaces to provide a more usable form of information disclosure cf. current practices.

6.2.3 Participants were more confident in interrogating the engineered disclosure: We also explored the degree to which participants could meaningfully interrogate the data, focusing on their perceived confidence in answering questions about it, comparing (i) the number of questions each participant could answer, and (ii) the confidence in their response. Again, we only analyse data relating to the first interface that each participant saw, thereby mitigating order effects. In both cases, EngIn had participants answering more questions and demonstrating more certainty about the answers they gave over ConIn (Table 2; comparisons 5 & 6). This suggests that EngIn was more closely aligned with the aims of a disclosure, instilling a greater degree of confidence in what was presented in terms of insight and understanding.

6.2.4 Participants saw disclosures as a way of providing organisational oversight: In prioritising a list of reasons why they might wish to obtain their data (i.e. seek a disclosure), some of the most frequently prioritised reasons related to reasons of organisational oversight regarding either particular or more general concerns (see Table 3). For example, to ‘ensure that no unwanted data is being stored’ was within the top-three reasons of almost 2/3 of our respondents. Other prominent reasons including distrust of the organisation, and to verify and find particular information, showing the role for disclosures playing as an informative function. Of much lower priority were ‘to transfer that data to another service’ and ‘archival purposes’, which is interesting given that these reasons better suit the (technically-oriented) nature of disclosure approaches common today. We also found that 18% (22) of participants had previously requested a disclosure from an organisation, a greater number than we had anticipated. This shows that disclosures are already being used, and having real-world effects and implications, thus highlighting the urgency of considering this topic.

Table 3: The list of reasons that participants’ reordered to indicate their interests in obtaining a disclosure. This shows the percentage of respondents that thought each reason was high- or low-priority (i.e. in their top-three or bottom-three reasons respectively).

<table>
<thead>
<tr>
<th>% of participants to list this reason in their:</th>
<th>Top-three</th>
<th>Bottom-three</th>
</tr>
</thead>
<tbody>
<tr>
<td>To ensure that no unwanted data is stored</td>
<td>64.2%</td>
<td>16.3%</td>
</tr>
<tr>
<td>Concern or distrust of the organisation</td>
<td>49.6%</td>
<td>12.2%</td>
</tr>
<tr>
<td>General interest</td>
<td>43.1%</td>
<td>17.9%</td>
</tr>
<tr>
<td>Find particular information</td>
<td>42.3%</td>
<td>5.7%</td>
</tr>
<tr>
<td>Verify correct information</td>
<td>40.7%</td>
<td>22.8%</td>
</tr>
<tr>
<td>Legal Reasons</td>
<td>31.7%</td>
<td>25.2%</td>
</tr>
<tr>
<td>To transfer that data to another service</td>
<td>13.8%</td>
<td>51.2%</td>
</tr>
<tr>
<td>Archival purposes</td>
<td>9.8%</td>
<td>48.0%</td>
</tr>
</tbody>
</table>
6.2.5 Participants had a range of attitudes towards engineered disclosures: We also collected a number of open responses from participants, and used thematic analysis [10] with inductive coding to uncover several interesting insights:

Usability: One of the most frequent themes to emerge was a desire for disclosures to be easier to use and to understand. EnglIn was described as “much easier to use in terms of picking out the data you were looking for”, whereas ConIn was “jumbled and incomprehensible, very confusing”. ConIn was said to be “impossible to use practically by an average person, unless they are computer and technical experts” – a rebuke of current disclosure practices.

Insightfulness: Several comments from participants indicated that EnglIn helped them gain new insights into data collection practices in general. Some expressed unease at the inferences (“I disliked the fact that they had a lot of data about me that they had guessed”; “Scary to think that adverts are based on my exercise and music data – but I’m assuming this must be true (or will be soon!)”), and the amount of data was described as “spooky” and “invasive”. One participant specifically reflected on their relationship with technology: “I’m not getting an Apple Watch for sure”. Eliciting these types of responses is indicative of an effective disclosure – facilitating the scrutiny of organisational practices, and better informing users as to how their personal data is being used, enabling them to appropriately respond [13].

Familiarity: A recurring suggestion was for disclosures to have a familiar design (e.g. reflecting that of common websites or apps), as one way of making the recipient “feel comfortable and at ease”, as “the user already knows how to navigate it.” While the appropriate disclosure design will typically depend on the context, note that many organisations will have already designed user-facing interfaces for the service’s app/website itself; therefore, designing their disclosures to take a similar form could be a straightforward way for communicating in a familiar manner. However, we again stress that a more familiar (or appealing) interface doesn’t necessarily translate to an effective information disclosure (§7.2), and DocEng appears a promising way toward grounding the design of such disclosures in the requirements of recipients.

Support: A further insight was the desire for tutorials or support accompanying the disclosure. Some suggested “help pop-ups” or “extra tips to be able to decipher exactly what you’re looking at”. Again, these highlight the need for disclosures to be built to support the particular stakeholders, rather than technical experts. As some responses outline, designers of disclosure interfaces should “think about your user”, and “make it accessible to non-technical people”. One response emphasised that developers should “test designs on users before implementing, and seek feedback”, supporting our wider call for a paradigm shift towards treating disclosures as interfaces which can be evaluated and improved.

In all, there was a clear sense that ConIn was insufficient for informing users of how their data was being used, undermining the purpose of disclosures as a tool to inform. One respondent noted that “most people would ... think [ConIn] was some kind of coding and not what they asked for”, another stating that it would “likely get deleted without me even making any effort to understand it”. Such responses show the need for disclosures that better target their recipients.

7 DISCUSSION

It is clear that organisational data practices can have significant real-world consequences for wider society [28]. Information disclosures represent an important mechanism to help hold organisations to account by providing transparency over often-complex organisational practices. Again, transparency will not alone ‘solve’ accountability concerns, as transparency in and of itself does not necessarily support effective oversight and accountability [47]. But as we and others have argued, meaningful information is important for holding entities to account (§1.1), providing a means to oversee, review, and challenge the practices of organisations. In this way, it is crucial that such disclosures can be properly obtained, comprehended, and acted upon by the relevant parties.

Despite the importance of disclosure mechanisms (§2), current disclosure practices within a data protection context appear well-shor off of expectations. Through obtaining disclosures from actual organisations (§4.1), we found that responses were typically highly technical and fragmented, corroborating findings from the literature [5, 8, 44, 50]. While some disclosures appeared better than others, they overwhelming seemed a far cry from the requirements set out in the GDPR (concise, intelligible, easily accessible, etc.). And our user study findings showed that disclosures representing current approaches were more poorly received, across various dimensions, when compared to our engineered disclosure interface. Put short, current practices are often sub-par, and without new methods and ways of thinking about the formation of disclosures, these ineffective documents risk becoming cemented as ‘the norm’ (as we have seen with other ineffectual forms of mandated disclosure, such as privacy policies [39]) – much to the detriment of society more widely.

We have set out to both (i) draw attention to the area of disclosures, and (ii) show that better is possible. As a way forward, we described how disclosures can be conceptualised as interfaces, so to help produce disclosures that are more meaningful, useful, and tailored around the needs of recipients, exploring DocEng as one method amenable for such.

Limitations: We reiterate that the exact nature of our user study and interface are illustrative; we recognise that our study contains limitations, including that our sample is likely unrepresentative of the broader population (as is the case with any self-selecting group [19]), and that the disclosures we obtained, which form the basis for our engineered interface, represent those of a limited set of organisations. Despite this, our DocEng process resulted in a disclosure that participants significantly favoured and were better able to navigate, even when accounting for differing levels of technical expertise and prior exposure. Further, some aspects might not be as amenable to interface design, as more complex information (e.g. that about ML model specifics, should that be needed) may be more difficult to represent. However, DocEng as a method enables the range of design techniques, documentation and evaluation methods, etc., to assist and be integrated into disclosures where appropriate; e.g. in an ML context, datasheets [21], model
cards [27], and decision provenance [45] might all work to increase greater organisational transparency over complex information.

In all, we demonstrate that there are ways to develop, evaluate, and refine disclosures that can better serve the needs of those that receive them. There is a strong need for more attention on this topic – not just to push organisations toward implementing better disclosure practices, but also regarding how these might be brought about in practice. To that end, we next outline some key considerations that arise from our work.

7.1 Incentives and drivers for change

While effective data disclosures bring various benefits (§2), organisations do not appear to be taking steps to improve the status quo. Indeed, while many companies extensively process user data as part of their business models, it is arguably not in their interests to provide details about their activities and internal processes. Nevertheless, there are various factors that could incentivise (and mandate) better disclosure practices.

First is that disclosures are either already required or being proposed in existing and emerging data-/technology-relevant regulations. As part of this, there is scope for regulators to encourage better practices. Under the GDPR, for instance, regulators have powers to take corrective actions, such as issuing warnings or reprimands where disclosures do not meet the standards required by law (Art. 58(2)). That said, though data protection regulators already provide much guidance as to what is appropriate on a range of topics, the disclosure aspect currently appears under-considered. However, we are already seeing regulators scrutinise the design practices of organisations (e.g. against dark patterns; [14, 26, 48]), and regulators more actively bringing attention on data disclosures could help drive positive changes. There thus appears to be a real scope for regulators to actively engage and provide input into what constitutes an ‘effective’ disclosure, and there is much opportunity for work which further supports the interplay between regulation and design.

Second, industry bodies and trade associations could also assist by defining appropriate transparency-related behaviours for their members, both to ensure certain standards of conduct are maintained and to demonstrate that the industry is proactive in taking their responsibilities seriously. This could also help to reassure their members that they are taking definable positions surrounding their disclosure practices. In practice, this might take the form of codes of conduct (which in a GDPR context can be approved by data protection regulators (Art. 58(3)(d))), or certification procedures (with certificates granted by regulators or accredited bodies (Art. 58(3)(e–f))).

Third, civil society groups, researchers, and individuals (e.g. the ‘informed minority’) can also help to shape public policy, by demanding disclosures which better align with their missions and concerns. Community action can apply pressure on organisations (i.e. by critiquing their disclosure practices), and we are starting to see this happen [41].

There are many directions from which stakeholders can assist in realising better data disclosure (transparency) practices. Moreover, note that many organisations will already have the means and capability for designing disclosures, given that usability and comprehensibility is already considered when designing the (user-facing) app/website itself. Indeed, larger organisations often have staff dedicated to designing their product interfaces (though not their disclosures, it would appear), equipped with knowledge of various methods for designing and evaluating user-facing artifacts.

7.2 More than aesthetics

Considering disclosures as *interfaces* opens up many opportunities for how they can be designed, implemented, and evaluated to cater to a wider variety of recipients. As the volume of personal data being processed continues to grow, and as the inner workings of technologies become ever-more complex and opaque, ensuring that data protection disclosures are built to support *useful and meaningful* transparency is a key step toward greater organisational accountability.

Important to note, however, is that making disclosures more aesthetically pleasing will not in and of itself make them more effective (nor was our argument for necessarily ‘prettier’ interfaces). While we have made the case for disclosure interfaces, it is crucial that their design aligns with the interests of recipients; a key consideration (and indeed, risk) is that they are not misused to whitewash, or otherwise distract from, questionable practices (i.e. ‘dark patterns’; [24]). It was for this reason we explored the efficacy of our engineered disclosure across a number of evaluation metrics, including usability, the degree to which users could meaningfully engage with the underlying data, and participant opinions and attitudes. Further, while it may seem intuitive for their design to mirror the interface of the app/website itself—or, indeed, providing the disclosure interface *within* the application—relying too heavily on existing designs might limit the disclosure’s potential to provide the useful transparency that disclosures should provide. That is, regardless of their form of presentation, the requirements for disclosures should be directly considered, and methodologies supporting disclosure processes have a clear role to play here. There is also a risk that the design of disclosure interfaces could be misused to steer users away from information they may wish to find (which one could argue the application interfaces often do), or provide too high a level of abstraction.

For this reason, *disclosure interfaces should support, rather than replace more technically-oriented forms of disclosure*. Providing the ‘raw’ data in addendum to disclosure interfaces can act to support a broad range of aims and objectives that recipients may have. For example, the raw data might act to enable more detailed and expert analysis, and different forms of oversight (e.g. by being machine readable and thus facilitating data analysis or processing). Such data also allows for the monitoring and validation of particular disclosures as well as general disclosure practices, e.g. to ensure the organisations are being forthright (not obfuscatory) in their design. That is to say, disclosure interfaces entail much more than just aesthetics, but rather, are about ensuring that disclosures first and foremost meet their regulatory purpose of supporting meaningful oversight and transparency.

7.3 Broader applicability

Regardless of the various drivers for change, transparency is increasingly on the public agenda. Transparency regimes are a feature
of a number of emerging laws and regulations, and regulators are showing an increasing awareness of transparency-hindering design [26, 48]. This looks to be a trend set to continue, as regulators come to determine what designing ‘effective’ transparency mechanisms should entail. Importantly, this will drive the need for better disclosure practices, ensuring that such regimes are operating as they should: to meaningfully inform.

Importantly, though this work focuses mainly on data protection requirements, disclosure obligations exist in a variety of domains, including areas such as health, finance, and consumer protection [20]. Moreover, record keeping and transparency regimes are increasingly prominent within emerging regulatory frameworks, including the EU’s proposed AI Act, Digital Services Act, Digital Markets Act, and ePrivacy Regulation. As such, there will be mounting pressures for more meaningful and useful access to such information. Not only does this mean that disclosure interfaces are of broad significance, but also that there are many possibilities for further research which focuses on a wide variety of different contexts, sectors, purposes, user groups, etc. In this way, one goal of our work is to highlight the need for more attention to be brought towards more effective disclosures in general.

8 CONCLUDING REMARKS

Disclosures are a key means for holding data-driven organisations to account. They can provide information that notifies and informs, supporting review, interrogation, and collective challenge – an ever-important task given the pervasiveness of technology and the issues of power this raises. We have argued the importance of ensuring that such disclosures are meaningful for their recipients, to bring about more effective transparency, oversight, and accountability.

Within a technology context, current practices for data disclosures generally appear unfit for this purpose. Towards this, we have demonstrated the potential in treating disclosures as interfaces. Our findings show that engineering an interface can lead to disclosures that are better received and more easily understood compared with current practices. By conceptualising disclosures as interfaces to the data (and the underlying organisational processes they represent), there are a myriad of ways forward toward making them more communicative, informative, and useful to their recipients.

Disclosures represent an important transparency mechanism. As concern around organisational practices grows, there is a real opportunity for shaping the design and conventions of disclosures to make them more effective for their recipients. However, this window is limited as disclosure practices are being shaped right now, and urgent action is needed to shift the paradigm towards better supporting transparency and accountability. The time to act is now, before insufficient and inappropriate conventions develop, which ultimately work to hinder and limit the key aim of disclosures – which is to meaningfully inform.
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