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ABSTRACT

Many statistical fairness notions have been proposed for algorithmic decision-making systems, and especially public safety pretrial risk assessment (PSPRA) algorithms such as COMPAS. Most fairness notions equalize something between groups, whether it is false positive rates or accuracy. In fact, I demonstrate that most prominent notions have their basis in equalizing some form of accuracy. However, statistical fairness metrics often do not capture the substantive point of equality. I argue that equal accuracy is not only difficult to measure but also unsatisfactory for ensuring equal justice. In response, I introduce philosopher Elizabeth Anderson’s theory of relational equality as a fruitful alternative framework: to relate as equals, people need access to certain basic capabilities. I show that relational equality requires Affirmative PSPRA algorithms that lower risk scores for Black defendants. This is because fairness based on relational equality means considering the impact of PSPRA algorithms’ decisions on access to basic capabilities. This impact is racially asymmetric in an unjust society. I make three main contributions: (1) I illustrate the shortcomings of statistical fairness notions in their reliance on equalizing some form of accuracy; (2) I present the first comprehensive ethical defense of Affirmative PSPRA algorithms, based on fairness in terms of relational equality instead; and (3) I show that equalizing accuracy is neither sufficient nor necessary for fairness based on relational equality. Overall, this work serves narrowly as a reason to re-evaluate algorithmic fairness for PSPRA algorithms, and serves broadly as an example of how discussions of algorithmic fairness can benefit from egalitarian philosophical frameworks.
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1 INTRODUCTION

Public safety pretrial risk assessment (PSPRA) algorithms attempt to predict whether a defendant poses a public safety risk before their trial. Many existing algorithms, however, have been criticized for being unfair and biased against Black defendants (e.g. [8, 37, 58]). In response, fairness metrics for algorithmic decision-making systems such as PSPRA algorithms have been proposed and widely discussed (e.g. [17, 26, 39, 100]). Most of these fairness notions aim to equalize something between groups, whether it is false positive rates or accuracy (e.g. [27, 47]; see also Table 1).

The problem with statistical equality, however, is that setting it as the goal for algorithmic fairness risks “treat[ing] everyone the same from an algorithmic perspective without acknowledging that people are not treated the same” [45, 9]. In an unjust society, the same decision can have asymmetric consequences for different groups of people. Hence there has been a call to understand algorithmic fairness beyond statistical equality by drawing from other fields such as philosophy, feminist studies, and critical race theory [18, 43, 45]. More broadly, there has been a push to understand algorithms and fairness within real-world applications and conditions instead of in isolation (e.g. [14, 34, 44, 111]).

This paper continues the conversation by drawing from a philosophical conception of equality — relational equality [5] — as a desirable alternative to statistical equality in PSPRA algorithms. Relational equality stipulates that equality has been achieved when everyone is able to relate as moral equals and participate fully in a democracy [5, 315]. Rather than focusing on material equality, relational equality is primarily concerned with social relations [5, 312]. As such, it is especially apt for considering racial fairness in PSPRA algorithms, which is the subject of this paper.

Assuming that relational equality really does capture what matters in equality, I argue that Affirmative PSPRA algorithms would be required from a fairness perspective. Risk scores for Black defendants would need to be lowered. Throughout, I continue the standard of focusing on white and Black defendants for racial fairness in PSPRA algorithms (e.g. [8, 28]). Furthermore, I do not argue for or against using PSPRA algorithms in general; in fact, perhaps abolishing pretrial detention may be the most fair (e.g. [42, 71, 86]).

[45, 9] makes a similar critique that current fairness ideals disregard how the same burden can affect different people differently.
Rather, I argue that where PSPRA algorithms are used, an Affirmative PSPRA algorithm would be the most racially fair version based on relational equality.

I begin in §2 with background context on the appeal of PSPRA algorithms and the dominance of equal accuracy as the foundation for understanding their racial fairness. In §3 and §4, I demonstrate the shortcomings of equalizing accuracy as the primary basis for fairness. §3 shows that accuracy is problematic to measure, and §4 argues that equalizing accuracy does not necessarily entail equal justice. In response to these shortcomings of equalizing accuracy, §5 provides an alternative framework for equality: philosopher Elizabeth Anderson’s theory of relational equality. The implications of fairness based on relational equality instead are discussed in §6. Specifically, Affirmative PSPRA algorithms that lower risk scores for Black defendants would be the most fair version of a PSPRA algorithm. An unjust society means PSPRA algorithms’ decisions can be especially harmful for Black communities’ access to basic capabilities necessary for relational equality. Affirmative PSPRA algorithms also lead to the conclusion that equalizing accuracy is neither sufficient nor necessary for fairness based on relational equality.

In summary, I demonstrate the shortcomings of statistical fairness notions, and respond by providing the first comprehensive perspective from egalitarian philosophy as to what fairness in PSPRA algorithms requires. This undertaking also doubles as the first ethical defense of Affirmative PSPRA algorithms. Finally, the philosophical steps applied to PSPRA algorithms in this paper serves as a model for how political philosophy can concretely weigh in on algorithmic fairness questions in other contexts in the future.

2 THE DOMINANCE OF EQUAL ACCURACY IN ALGORITHMIC FAIRNESS

2.1 The Appeal of PSPRA Algorithms

PSPRA algorithms attempt to predict a defendant’s public safety risk in an objective manner [25]. PSPRA algorithms are used by judges after a defendant is arrested, but before their trial, to help determine whether a defendant should be incarcerated before their trial [25]. The inputs to a PSPRA algorithm is a defendant’s profile, which can include a defendant’s age, prior arrests, and gender. The output is a risk score, for example from 1 to 10 [32, 31], of whether a defendant will be re-arrested for another crime if they are released before their trial. Examples of PSPRA algorithms include Correctional Offender Management Profiling for Alternative Sanctions (COMPAS) developed by Equivant [32] and Public Safety Assessment (PSA) developed by Arnold Ventures [9]. PSPRA algorithms have been deployed widely across the United States.

What is the appeal of PSPRA algorithms? For one, PSPRA algorithms are seen as the primary alternative to a broken cash bail system, short of abolishing pretrial detention altogether. In replacing the cash bail system so that defendants are not detained simply because they cannot afford to pay bail, PSPRA algorithms are also seen as tools that can help decrease the current pretrial detention rate with few public safety risks [65]. Second, by serving as a reference for human judges, risk scores from PSPRA algorithms could speed up the decision-making process for detaining or releasing defendants [53]. Finally, using PSPRA algorithms could potentially avoid racial bias (by excluding race as an input) [98, 508], as well as other cognitive biases [98, 501-2], when assessing risk.

2.2 The Dominance of Equal Accuracy in Algorithmic Fairness

Perhaps even more so than the promise of PSPRA algorithms, the perils of PSPRA algorithms have been widely discussed (e.g. [8, 37, 95]). The primary concern is that PSPRA algorithms are racially unfair. But how do we define racial fairness? Many fairness notions have arisen in response. Table 1 includes some of the most prominent fairness notions, although too many exist to pursue a comprehensive survey here.

The following are definitions for terms referenced in Table 1 and throughout this paper. Score is the PSPRA algorithm’s predicted risk score for a particular defendant; this can be binarized into a positive (will recidivate) or negative (will not recidivate) prediction. Outcome is whether the defendant actually would have recidivated had they been released pretrial. False positives detain defendants who would not have committed a crime had they been released. False negatives release defendants who do commit a crime when they are released. False positive rate is the proportion of detained defendants who would not have committed a crime had they been released. True positive rate is the proportion of detained defendants who would have committed a crime had they been released. False negative rate is the proportion of released defendants who do commit a crime. Accuracy is the proportion of correct predictions out of all the predictions made by a PSPRA algorithm. Less formally, accuracy has different variations, which are further clarified in Table 1.

Moreover, most of these statistical equality notions are based not only in equality, but in fact on some notion of equal accuracy. This is also depicted in Table 1. The shared reliance of these statistical

[3] Accuracy

[4] False negative rate

[5] True positive rate

[6] False positive rate

[7] Accuracy

[8] False positive rate
### Table 1: Most prominent statistical fairness notions equalize some variation of accuracy.

<table>
<thead>
<tr>
<th>Statistical Fairness Notion</th>
<th>Description</th>
<th>Equalizes Some Variation of Accuracy?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Balance [66]</td>
<td>Average predicted score for all Black defendants with a certain outcome must be equal to the average predicted score for all white defendants with the same outcome [66, 4].</td>
<td>Yes. Ensures for defendants with the same outcome that scores aren’t “systematically more inaccurate” [66, 4] for one racial group.</td>
</tr>
<tr>
<td>Calibration [66]</td>
<td>For defendants given a specific score, the probability of recidivating should be equal across racial groups. [66, 4].</td>
<td>Yes. Equalizes predictive accuracy for racial groups conditional on score.</td>
</tr>
<tr>
<td>Classification Parity [27]</td>
<td>The false positive rate should be equal across racial groups, as with false negative rates. [27, 6].</td>
<td>Yes. Equalizes error rates, which are complements to accuracy (formal).</td>
</tr>
<tr>
<td>Equalized Odds [47]</td>
<td>The false positive rate should be equal across racial groups, as with true positive rates [47, 2-3].</td>
<td>Yes. Ensures “equal bias and equal accuracy” [47, 3] across racial groups.</td>
</tr>
<tr>
<td>Predictive Parity [66]</td>
<td>For defendants given a positive prediction, the probability of recidivating should be equal across racial groups. [100, 3].</td>
<td>Yes. Similar to calibration, but uses a binarized version of score instead [100, 5].</td>
</tr>
<tr>
<td>Statistical Parity [30]</td>
<td>The probability of white defendants and Black defendants receiving a positive (or negative) prediction should be equal [100, 3].</td>
<td>No. Equalizes an outcome but not accuracy.</td>
</tr>
</tbody>
</table>

equality notions on accuracy (and equalizing accuracy) reflects a traditional primacy of accuracy as a metric and value in PSPRA algorithms: the higher the accuracy at predicting whether someone will recidivate before their trial, the better. And in many instances, maximizing accuracy is a reasonable primary goal. Let Algorithm 1 be a PSPRA algorithm that does not take into account age. Algorithm 1 achieves 50% accuracy for individuals aged 65 and over, as well as 50% accuracy for individuals 25 and under. By taking into account age, the accuracy improves to 70% for both age groups.9
Let us call this Algorithm 2. In this scenario, it seems that Algorithm 2 is more desirable than Algorithm 1, because it has taken into account a confounding variable — age — that increases its accuracy. Consider a 20 year old and an 80 year old with the same arrest record, who both get labeled as low risk by Algorithm 1. Not including age unfairly penalizes the older individual, who among many other factors has had more time to rack up the same arrest record. This is why the higher accuracy in Algorithm 2 achieved by including age as an input variable is desirable.

For these reasons, accuracy is often considered not only a desirable quality of an algorithm but the most desirable quality — in fact, it is the “most common” value found in top computer science papers [19, 5]. Even outside of computer science communities, algorithms tend to be associated with maximizing accuracy. For example, legal scholar Sandra Mayson argues that having a single risk threshold for all defendants is a “sine qua non of risk assessment” precisely because the job of these algorithms is to label high risk defendants as high risk and low risk defendants as low risk [74, 2274]. Thus it is almost natural that when we intuitively conceive of fairness as equalizing something between groups, some variation of accuracy is equalized.

3 PROBLEMS WITH MEASURING ACCURACY

The next two sections criticize the current dominance of equalizing accuracy as the foundation for fairness notions. Although I focus on equalizing accuracy as the subject, these critiques extend to the primacy of accuracy as well. Furthermore, although the different fairness notions presented earlier are based on equalizing different variations of accuracy, the critiques presented do not rely on these nuances. Rather, this section underscores fundamental issues with measuring any type of accuracy in PSPRA algorithms (which is necessary to equalize accuracy). §4 then questions the value of equalizing accuracy: it does not necessarily translate to equal justice. These discussions lead to the ultimate conclusion that equalizing accuracy in any form, contrary to common understanding, is unsatisfactory for fairness.

3.1 Measuring Recidivism

Accuracy is an unreliable metric in PSPRA algorithms because measuring recidivism can introduce bias.

The pipeline to measure accuracy in PSPRA algorithms is roughly as follows. First, an algorithm predicts whether a given defendant is high risk for recidivating or low risk. Then, this risk score is compared with what actually happens to the defendant. Cases where the defendant was predicted to be high risk and actually recidivated, or if the defendant was predicted to be low risk and did not recidivate, are considered as correct predictions.10 Other scenarios are considered as wrong predictions. The proportion of all predictions that are correct is the PSPRA algorithm’s accuracy. The problem happens in the second step. In order to understand whether

9This is not an unreasonable scenario, given the correlation between age and recidivism. See, for example [59].

10It is difficult to measure what happens in the counterfactual, namely if a defendant is detained pretrial there is no way of knowing whether the defendant would have recidivated or not had they been released pretrial. Hence, most studies that calculate accuracy make a retroactive comparison by calculating risk scores only for defendants who have been released [27, 18].
a prediction was correct or wrong, it must be known whether the defendant actually recidivated or not. But measuring recidivism can introduce bias, especially when recidivism is defined as a case of re-arrest – a poor proxy [13, 3]. Racial bias in police practices\(^\text{11}\) likely inflates arrest rates for Black individuals [70, 78, 82], meaning measured recidivism rates (compared to actual recidivism rates) are likely disproportionately higher for Black defendants than white defendants.

The upshot is that measuring accuracy depends heavily on measuring recidivism, and measuring recidivism likely reflects racial bias in policing practices. This makes it difficult to guarantee that the number being output as “accuracy” is untainted. Hence, even if we value equalizing accuracy, using accuracy as a metric for PSPRA algorithms can reflect bias because it is dependent on sociological factors like policing practices.

3.2 Short Time Horizon

Measuring accuracy in predicting pretrial recidivism is also problematic because it captures too short a time horizon to meet the goals of measuring accuracy in the first place.

What are the goals of PSPRA algorithms? Most narrowly, the goal of a PSPRA algorithm is to accurately predict whether a given defendant will recidivate before their trial. Why? It is generally accepted that recidivism impacts public safety, and public safety is important. But in that case, why not just incarcerate everyone pretrial? Individual liberty is also important. Hence accuracy is supposed to maximize two important values: public safety and individual liberty. The broader goal of a PSPRA algorithm is to incarcerate as few individuals as possible while minimizing public safety costs.

Maximizing public safety and individual liberty are both desirable goals to have. However, perhaps somewhat counterintuitively, accurately predicting whether someone will recidivate before their trial does not always best serve these goals. PSPRA algorithms traditionally predict whether someone will recidivate before their trial. This is taken as the only source of public safety risk.

But this time horizon is too short. If what we really care about is public safety, we must also consider whether someone will recidivate after their trial. This is relevant in the pretrial stage because falsely incarcerating someone pretrial, who would not have otherwise recidivated, renders them more likely to recidivate after their trial. For example, a 2013 study from the Laura and John Arnold Foundation found that in contrast to releasing low-and moderate-risk defendants, “detaining low-and moderate-risk defendants, “detaining low-and moderate-risk defendants, [12] even just for a few days, is strongly correlated with higher rates of new criminal activity both during the pretrial period and years after case disposition” [69, 3]. A 2018 study that observed defendants for two full years post-arrest corroborated these findings: even after controlling for baseline recidivism risk, defendants detained for at least three days are more likely to be rearrested compared to defendants released within three days [29, 226-7]. Hence if what we care about is public safety, then the scope of recidivism must be broadened to consider more than pretrial recidivism.\(^\text{13}\)

The upshot is that if PSPRA algorithms are meant to maximize both public safety and individual liberty, they cannot merely accurately predict whether someone will recidivate before their trial. It is certainly easier to consider the direct effects of false negatives on public safety, where someone recidivates before their trial. But crucially, false positives are also implicated in public safety, where someone is more likely to recidivate after their trial. False positives also restrict individual liberty by incarcerating someone before their trial. Hence to maximize both public safety and individual liberty, it is not enough to maximize accuracy in predicting pretrial recidivism alone. The time horizon must be expanded to incorporate post-trial effects.

Thus any notion of PSPRA algorithmic fairness that relies on accuracy, such as equalizing accuracy, is unsound; accuracy the way we measure it now does not capture what we want it to. It is a flawed metric.

4 RECONSIDERING THE VALUE OF EQUALIZING ACCURACY

Beyond measurement difficulties captured in §3.1 and §3.2, equalizing accuracy may also have questionable value in the first place: I show that if what we care about is fairness and justice, equal accuracy does not mean that equal justice has been served. This is partially because of a currently unjust basic structure. Hence, §5 and §6 propose shifting away from statistical notions of equality in favor of an alternative value (relational equality); I end this section by showing that there is room in the criminal justice system for such a value.

4.1 Unjust Basic Structure

Philosopher John Rawls defines the basic structure of society as the collection of major social and political institutions in society [85, 159]. These include the economy, the family, the legal system, and the political constitution [104]. The basic structure of society is what decides how the main benefits and burdens of social cooperation are distributed. This includes, for example, who receives social recognition and how income and wealth are distributed [104]. Social stigma impacts who receives social recognition.\(^\text{14}\) Loan policies help determine who gets more chances for upward mobility by doing something meaningful with a loan. The quality of an education system can have an impact on what opportunities are available later in life, which also translates into income and wealth distributions. Social stigma, loan policies, and educational opportunities are all components of the basic structure of society.

\(^{11}\)Note, however, that individual liberty, not incarceration, exists by default in a liberal democracy. There is an asymmetrically higher standard of justification for incarceration, especially pretrial incarceration, compared to pretrial release (after all, the defendant has not had a trial to be proven guilty yet and is therefore innocent). Hence while the causal relationship between pretrial incarceration and post-trial recidivism may justify releasing a defendant pretrial (when pretrial incarceration causes post-trial recidivism), it does not directly lead to the corollary of incarcerating a defendant pretrial (when pretrial incarceration reduces post-trial recidivism).

\(^{12}\)Although Rawls does not focus on social stigma in his original formulation of the basic structure, Iris Marion Young argues that a “more direct evaluation” of the basic structure reveals it to include social stigma [110].
As philosopher Tommie Shelby has argued, the United States has a racially unjust basic structure today. A history of slavery followed by formal Jim Crow segregation against Black people led to unequal access to resources, schools, deep economic exploitation, and stereotypes of inferiority, among many other injustices [94, 43].

In the current system, structurally racist policies like discrimination in employment and exclusionary zoning and redlining reinforce the racially unjust basic structure [89, 90, 94]. New York City schools, for example, are still racially segregated due to housing policies and selective admissions procedures [46, 93]. Furthermore, the “stigma of race has become the stigma for criminality” [3, 248]. Being young, Black, and male is used to justify the “arrest, interrogation, search, and detention” of thousands of Black people every year, often taking the form of police brutality and violence [3, 248]. This often also leads to unwarranted exclusion from housing, employment, and educational opportunities [3, 248]. Beyond formal exclusion, racial stigma also leads to informal exclusion, manifested in who people choose to associate with [41, 71]. Racial stigma broadly “triggers…exclusion and invisibility” [64, 79]. Finally, technology is often complicit in contributing to the racially unjust basic structure: predictive policing algorithms such as PredPol uses past crime data to target predominantly Black neighborhoods, creating a self-fulfilling prophecy that Ruha Benjamin has termed them “crime production algorithms” [15, 82-3].

4.2 Equal Accuracy is not Equal Justice

Partially because of an unjust basic structure, equal accuracy in PSPRA algorithms does not entail equal justice.

A common intuition is that if a task X is desirable, then an algorithm having lower accuracy for task X for some group while having higher accuracy for task X for another is undesirable. For example, we should (and do) react poorly when IBM’s face recognition technology correctly classifies lighter-skinned individuals 96.8% of the time but correctly classifies darker-skinned individuals only 77.6% of the time [21, 9]. Existing literature is also wary of the common side effect of maximizing overall accuracy: majority groups tend to get higher accuracy rates than minority groups [26, 2].

Yet while equalizing accuracy may seem intuitive, I show that equalizing accuracy is not sufficient for equal justice (and in fact, in §6 I show that it is not necessary, either). Specifically, I show that even if accuracy is equal between two groups, that does not necessarily mean equal justice has been served for the two groups. This is why equalizing accuracy between groups is a flawed value.

Why does equal accuracy not necessarily entail equal justice? Despite equal accuracy, especially harmful errors can be concentrated towards a particular group; I call this concentrating injustice. As Renée Jorgensen asserts, “if an evidence rule concentrates the risk of suffering false findings on a subgroup of the population … members of that group have a justice-based complaint against the rule proportional to the severity and concentration of the risk” [20, 70]. As an example, the COMPAS algorithm is equally accurate for both white and Black defendants, at roughly 60% accuracy [8]. Yet, the false positive rate is almost twice as high for Black defendants [8]. False positives are more costly than false negatives to individual defendants: being unfairly incarcerated is a loss of individual liberty, whereas recidivating when released may not even have any costs to individual defendants if they are not arrested. Hence this disparity in false positive rates concentrates injustices on Black defendants more so than on white defendants.

In the previous example, the concentrated injustice occurred in the outcomes of false positives. But concentrating injustice can occur even if the bad outcome one is at risk for is not actually realized. Consider a surveillance system that is equally accurate for Black and white people, but has a much higher false positive rate (for being marked a criminal) for Black people than white people. On top of the harms suffered after a false positive occurs, even before a false positive happens, members of Black communities can suffer psychological harm and restrict their movements to protect themselves from being targeted by an unfair scheme [20, 71]. For instance, they may go to greater lengths to avoid being detected by surveillance systems, because they know they are at greater risk for being marked as false positives. These psychological harms and physical restrictions are injustices concentrated on Black people from the knowledge that a false positive is more likely if one is Black, rather than the effect from a false positive actually occurring.

The classification parity metric (see Table 1) addresses the concentrating injustice issue by equalizing false positive rates and false negative rates for different groups. But even then, equal justice may not be served: a second reason equal accuracy does not guarantee equal justice is that these algorithms occur against a backdrop of an unjust basic structure. The same action can exacerbate pre-existing harms in an unjust basic structure for one group, but not another. This is called compounding injustice [50, 52]. Suppose that besides accuracy, the PSPRA algorithm’s error rates are also the same for white defendants and Black defendants, all at 20%. However, a 20% false positive rate likely leads to more injustices for Black communities than it does for white communities. Why? False positives translate to pretrial detention, and I will show in §6.1 that detaining a Black defendant harms Black communities more than detaining a white defendant harms white communities.17

The basic intuition is as follows. Because of an unjust basic structure, majority-Black neighborhoods have disproportionately high incarceration rates compared to majority-white neighborhoods [73, 885]. When even more people in majority-Black neighborhoods are incarcerated, overall incarceration rates become so high that the entire community suffers from the consequences, which include: psychological burdens, difficulties building up social capital, broken community networks, and more [87]. This further reinforces an unjust basic structure. Essentially, existing injustices in the basic structure are compounded by false positives for Black communities, whereas this compounding effect does not apply to white communities (generally) because the basic structure is not unjust for them. Hence the same errors can impact different groups differently.

\[^15\]See also [34, 54, 111] for discussions of how unjust conditions can lead to unjust outcomes even with equal error rate parity in the context of algorithmic fairness. Taking into account existing injustices is in keeping with non-ideal theory in philosophy.

\[^16\]See [76, 80] for variations of the compounding injustice described here; sometimes also referred to as cumulative injustice.

\[^17\]Black communities are also harmed by false negatives, especially those that translate into violent crimes. However, the false negative rate for both groups is identical in this scenario, suggesting that the additional harms caused by false negatives are unlikely to be disproportionate. I will further discuss the tradeoffs between pretrial release and public safety in §6.2.
because they may compound injustices for marginalized groups. Equal accuracies can once again serve unequal levels of justice.

What is the difference between concentrating injustice and compounding injustice? Both lead to increased injustices for a certain group. However, concentrating injustice introduces injustices that occur at higher rates (such as from an elevated false positive rate) for a certain group independent of any existing injustices. In contrast, compounding injustice introduces injustices that exist only because existing injustices for a certain group are exacerbated for that group. Figure 1 illustrates these distinctions; an equal accuracy rate for Black and white defendants is assumed for each scenario.

Notably, in all the scenarios, there are harms to individuals (i.e., from false positives). The first scenario simply has no group-level injustices because of equal error rates and a just basic structure. In contrast, the fourth scenario has an elevated false positive rate for Black defendants, and an unjust basic structure of society. This is the current situation with the COMPAS PSPRA algorithm. Here, equal accuracy rates do not guarantee equal justice due to both concentrating injustices and compounding injustices. First, a higher false positive rate for Black defendants [8] concentrates the injustices of false positives towards Black defendants. Second, the harms from false positives compound existing injustices for Black communities in a way that it does not for white communities. Hence, it is important to recognize that both concentrating injustices and compounding injustices are mechanisms by which equal accuracy does not entail equal justice. A solution that only takes into account concentrating injustices (i.e., classification parity [27] only fully addresses scenario two) fails to capture compounding effects from an unjust basic structure of society.

Overall, equalizing accuracy for groups has questionable value. Unequal justice may result because of concentrating injustices and compounding injustices. In fact, equalizing accuracy as the sole focus for fairness can even be detrimental. In the process, injustices that can only be addressed with unequal accuracy rates may be overlooked.

### 4.3 What Should We Value in Criminal Justice?

I have shown that measuring PSPRA algorithms’ accuracy is problematic. Furthermore, even if we could perfectly measure accuracy, equal accuracy does not necessarily achieve the equal justice that a fairness notion should produce. Equal accuracy is flawed as a metric and value. Thus fairness notions that depend on equalizing some variation of accuracy, like the notions in Table 1, are undesirable.

However, is there room for fairness notions not based on accuracy in criminal justice settings? One might find it intuitive to discuss PSPRA algorithmic accuracy in the criminal justice setting because PSPRA algorithmic accuracy tries to balance individual liberty and public safety, two values clearly important in the criminal justice context.

But there are other values besides public safety and individual liberty that are important in criminal justice contexts. Police officers are (supposedly) not to enter homes without search warrants because we value privacy [81]. Spouses are (generally) legally protected from testifying against each other because we value the institution of marriage [12]. We have protections against double jeopardy because we value protecting individuals from excessive state power [60].

Moreover, we forsake a certain degree of public safety in order to uphold these other values. We could likely catch more crimes if police could search homes without warrants. Similarly, we could likely punish more perpetrators of crime if we forced spouses to testify against each other, and tried individuals for the same crimes twice. Thus it is perfectly reasonable to balance public safety against other values during crime detection and crime punishment. Then it should be just as reasonable during crime prediction (as with PSPRA algorithms) to consider values beyond public safety. The next few sections describe such a value — relational equality — and what the most fair PSPRA algorithm would look like with fairness in terms of relational equality instead.

### 5 RELATIONAL EQUALITY

To the extent that equal accuracy is meant to capture the same procedure being applied to two groups, it can be thought of as a form of procedural justice.18 Thus far, the criticism against equal accuracy has been on both procedural (as a metric) and substantive (as a value) grounds. Moving forward, I argue on substantive justice grounds that unlike equal accuracy, relational equality best embodies the point of equality, and is especially apt for considering racial fairness.

#### 5.1 Overview of Relational Equality

There are two types of equality. The first treats people equally with respect to goods and/or opportunities [31, 185]. For instance, perhaps equality has been achieved if everyone has the same income or if all groups have the same accuracy score. We can refer to this type of equality as distributional equality. But as described earlier, there are drawbacks to conceptualizing equality as such: even if an algorithm is equally correct for everyone, that does not necessarily mean it produces just outcomes. In contrast to treating people equally, the second type of equality focuses on people relating as equals [103]. The distribution of material goods does not necessarily have to be equal for people to relate as equals. In fact, some people (such as those with disabilities) may require more of a certain resource in order to relate as an equal.

Relational equality belongs under the second type of equality.19 Core to relational equality is democratic citizenship [11] and an ethos of mutual respect [106]. To be treated as equals, people need to be able to relate to each other as moral equals in a democratic society [5, 313]. Though this involves ensuring everyone has access to a basic level of certain (tangible and intangible) resources, including guaranteeing basic socio-economic necessities, the distribution of material goods is not the focus. Rather, power relations are the direct concern of relational equality. Relational equality “views equality as a social relationship” rather than a “pattern of distribution” [5, 312].

---

18For a discussion of procedural vs substantive justice, see [111].

19Besides relational equality, there are many other theories of equality belonging to egalitarianism, a school of thought in political philosophy based on equality [10]. Section 3 in [18] gives an overview of egalitarianism geared towards algorithmic fairness discussions.
5.2 Elizabeth Anderson’s Relational Equality: Three Types of Basic Capabilities

Philosopher Elizabeth Anderson’s specific theory of relational equality translates the broad principle of relating as moral equals in a democratic society into distinctive requirements.20 Anderson describes a set of negative and positive requirements that must be met for people to relate as equals in a democratic society. Evaluating the impact of PSPRA algorithms on these requirements for different racial groups is how we can use relational equality as a fairness notion.

According to Anderson, the negative requirements of relational equality are based on reciprocity; individuals must only act upon principles that are mutually justifiable [5, 313]. This translates to a lack of oppression in all its forms, including domination, exploitation, marginalization, and violence [5, 109]. Anderson also details a set of positive requirements for relational equality. This means building a democratic community rather than a hierarchical one [5, 313]. People must have access to basic capabilities that enable them to freely and fully “participate and enjoy the goods of society, and to participate in democratic self-government” as moral equals [5, 315].21

The basic capabilities in the positive requirements of relational equality are particular capabilities, rather than the set of all possible capabilities. For example, Anderson notes that the capability to be good at playing cards is not a basic capability that everyone needs access to, because one’s status in civil society should be independent of one’s card-playing prowess [5, 317]. Furthermore, while literacy is important for engaging with others in civil society as equals, understanding languages other than English, or arcane literary texts, is not needed in the United States [5, 319]. Hence a Ph.D. in English is not a basic capability that everyone needs, whereas a working proficiency in English is. Overall, relational equality does not call for equality of everything. Rather, relational equality requires access to specific basic capabilities that enable people to relate on equal terms with each other in society.

Anderson’s basic capabilities also correspond to three important roles people take on: 1) as humans; 2) as participants in a system of social cooperation; and 3) as citizens [5, 317-8]. For example, to interact as equals, we require food and shelter (as humans); a basic education (as participants in social cooperation); and equal voting rights (as citizens).

5.3 Relational Equality and Algorithms

Algorithmic decision-making systems can alter access to the basic capabilities central to relational equality. Consider LA County’s housing algorithm, which decides who of LA County’s homeless population receives housing based on cost-benefit analysis [33, 75]. The problem is that LA County does not have enough housing for everyone, so the algorithm leaves a certain subset of the homeless population unhoused — those that do not pass the cost-benefit analysis [33, 75]. The individuals left unhoused by the algorithm are deprived of a basic capability: housing in some form. That makes it harder for them to relate as equals with others in society on basic human terms. Notably, giving everyone an equal probabilistic chance in receiving housing (ie, a random lottery)22 does not solve the problem for relational equality; instead, housing scarcity must be fixed because the basic capability of housing must be available for everyone.

Finally, relational equality is especially relevant to racial fairness in PSPRA algorithms. As I will show in §6.1, incarceration via PSPRA algorithms affects not only defendants’, but also in some cases their communities’, access to basic capabilities. Moreover, relational equality is especially pertinent to racial fairness because relational equality is fundamentally concerned about which groups have power and which do not, and has no room for social hierarchies that oppress marginalized groups. Because of its focus on power relations, it is a framework expansive enough to encompass not only the socioeconomic and material harms, but also the status harms, defining racial injustices in the United States. Hence we should care deeply about relational equality as a value, especially when discussing race, because the United States’ current racial injustices collectively constitute relational inequality.

6 AFFIRMATIVE PSPRA ALGORITHMS

What are the implications of using relational equality as the fairness notion in PSPRA algorithms, rather than existing statistical notions? In this section, I argue that the most racially fair version of a PSPRA algorithm — based on impact to relational equality — would be an Affirmative PSPRA algorithm. An Affirmative PSPRA

---

20Although I refer to Anderson’s theory of relational equality simply as ‘relational equality’ for clarity, Anderson calls it ‘democratic equality’ [5, 313].

21This belongs to a broader framework termed the capabilities approach. See Martha Nussbaum [79] and Amartya Sen [92].

22This could be thought of as an equalized odds approach. See [47].
algorithm would have a more lenient risk threshold for Black defendants, similar in construction to race-based thresholds [28, 5]. Because Affirmative PSPRA algorithms treat otherwise facially similar Black and white defendants differently, one may argue that it is procedurally unjust. However, I reiterate that this paper argues on the grounds of substantive justice, and specifically relational equality; treating like cases differently is generally inconsistent with substantive justice, as Anderson argues in the context of affirmative action [6]. Moreover, this is not an argument for using PSPRA algorithms in general; in fact, perhaps abolishing pretrial detention may be the most fair [42, 71, 86]. Rather, I argue that where PSPRA algorithms are used, an Affirmative PSPRA algorithm would be the most racially fair version.

6.1 Relational Equality and PSPRA Algorithms

Incarceration decisions from PSPRA algorithms negatively affect access to the basic capabilities needed for relational equality, especially for Black communities. If pretrial detention is recommended, that can mean between 5 and 200 days of incarceration for a defendant [68]. Incarceration creates barriers to basic capabilities needed for relational equality under all three of Anderson’s spheres of existence: as humans, as participants in a system of social cooperation, and as citizens. These harms are magnified for Black communities because of pre-existing higher rates of incarceration (a product of an unjust basic structure).

My analysis draws from disproportionately high existing rates of incarceration for majority-Black neighborhoods, compared to majority-white neighborhoods, owing to an unjust basic structure [73, 88S]. Many community members being incarcerated magnifies the harms from PSPRA algorithms. This is not to say individual defendants are not harmed regardless of race; rather, specific neighborhoods with high incarceration rates are harmed disproportionately. Moreover, though this paper focuses on Black communities because they have the highest overall incarceration rate [73, 84], the actual implementation will depend on city-specific incarceration rates, which may mean my analysis applies to other communities beyond Black communities. Finally, I emphasize that relational equality concerns individuals relating as equals, not communities. However, when an increased rate of incarceration has an effect on the community, it harms the ability of individuals in the community to access basic capabilities. This is why communities are relevant.

6.1.1 As Humans. According to Anderson, it is impossible for people to relate as human beings of equal standing if some do not have adequate access to basic necessities like food, water, and health care [5, 317]. People need a basic level of physical and psychological safety before they can engage with the rest of society on equal terms as everyone else.

Suppose a PSPRA algorithm recommends pretrial detention for a defendant, and they are detained. Incarceration often means unjustified physical and psychological harm. Physical harms include physical assault from other inmates and jail staff [40], an overcrowded jail environment [38], and poor health due to low-nutrition food and disease outbreaks [22, 63, 91]. Pretrial detention also presents psychological harms to defendants in the form of a higher suicide rate [35, 3], poor availability of mental (and physical) health care [105], and post-traumatic stress disorders (including for formerly incarcerated individuals) [107], to name a few.

These psychological consequences impact not only defendants, but their communities, and especially Black communities. When a significant number of community members are incarcerated, as is the case for many majority-Black neighborhoods today, these communities can experience substantial psychological consequences. Children experience “serious psychological consequences” when separated from incarcerated parents [87, 1284]. Researchers even go as far to model incarceration as a “contagion” infecting neighborhoods, finding that individuals in neighborhoods with high incarceration rates are more likely to suffer from mental health disorders independent of whether they had actually been incarcerated themselves [49]. By incarcerating more Black community members, a PSPRA algorithm recommending pretrial detention for Black defendants would exacerbate access barriers to basic capabilities for Black communities.

6.1.2 As Participants in Social Cooperation. Another set of Anderson’s basic capabilities, including an adequate education and the ability to freely choose an occupation [5, 318], is necessary for people to relate as equal participants in a system of social cooperation. People should be able to contribute to society through their skills and/or talents — whether through the market or otherwise — and receive the benefits of such cooperation to make a living.

When a PSPRA algorithm incarcerates a defendant, that reduces defendants’ job prospects through life disruptions and an increased chance of pleading guilty and future conviction. During detention, defendants face “varying levels of disruption” in “employment, financial situation, residential stability, and issues relating to dependent children” [57, 12]. By trial time, pretrial-incarcerated defendants are more likely to be found guilty than those released pretrial, even when correcting for other causal factors [29, 202], and plead guilty almost three times faster than non-detained defendants [83]. Likely explanations include accepting a plea bargain because of “the immediacy of being physically free” [67], being at rock bottom because of incarceration’s harms [97], and generally being in a relatively weaker bargaining position, particularly for those “charged with less serious crimes and with no prior offenses” [97, 203]. Pleading guilty — almost always leading to a conviction — then translates to worse job opportunities down the road [1, 29].

When many Black community members are already incarcerated, further incarceration introduces and/or exacerbates community-level harms that make it difficult for individuals to relate as equals with others in the larger system of social cooperation. The immediate family of an incarcerated defendant suffers from social and financial strain, and when this is the case for many families in majority-Black neighborhoods, it is “harder for residents to form expansive networks that are most adept at producing social capital”
Social networks like churches and neighborhood associations are disrupted when there is a “mass movement of adults between the neighborhood and prison” [87, 1285]. This social capital is important for finding jobs, among other opportunities in society. Hence a PSPRA algorithm recommending pretrial detention for Black defendants would further deny basic capabilities for Black communities.

6.1.3 As Citizens. According to Anderson, to have equal relations as citizens, everyone must have more than just equal political rights. Being stigmatized or labeled as an outcast by other members of society makes for social hierarchies [5, 318]. People must be seen and heard on equal terms.

When PSPRA algorithms decide to detain defendants pretrial, that restricts defendants’ ability to vote, and stigmatizes individuals. While those who are detained pretrial are legally eligible to vote, lack of access to voter registration forms, applications for absentee ballots and/or polling places, and information on deadlines creates pervasive “de facto disenfranchisement” for citizens who are incarcerated [88]. Studies have also found that pretrial detention — even without an ensuing criminal conviction — is enough to stigmatize an individual [102]. In fact, social stigma has been cited as one of the reasons to shift from pretrial detention to more concealable electronic monitoring (albeit with its own host of issues) [72, 144]. This is concerning for relational equality, because social hierarchies can be reinforced by the stigma associated with pretrial detention.

Partly because of its associated stigma, pretrial detention makes it even harder for Black individuals to relate with equal status to others. Incarceration still disproportionately affects Black communities today [77]. When even more Black defendants are held behind bars pretrial, it feeds into a public perception of associating Blackness with criminality, despite a lack of criminal conviction during pretrial detention. Similar to the impact of racialized mass incarceration (and likely fueled by the media), such a perception “perpetuates racial subordination, worsens blacks’ disadvantage, and stigmatizes African Americans as criminal deviants” [94, 210]. Such stigma against Black people is a significant barrier to relational equality and further compounds existing injustices towards Black people. For example, Blackness (for urban youth) is often associated with criminality, which is a disadvantage when seeking employment, housing, and good schools [94, 210]. Stigma prevents Black people from being seen and heard on equal terms as everyone else in society, reinforcing a social hierarchy and relational inequality.

Overall, because of an unjust basic structure, PSPRA algorithms’ detention recommendations negatively impact relational equality for Black communities more so than white communities. Perhaps a natural conclusion here is to reject pretrial detention completely (e.g., as [42, 71, 86] have called for), obviating the need for PSPRA algorithms. Would that not improve relational equality the most? That could very well be the case. But to reiterate the scope of this paper: I argue within the constraints of PSPRA algorithms being used — as they are across the United States today [23, 48] — for what the most fair version of PSPRA algorithms would be based on relational equality. That is what I address next.

6.2 Affirmative PSPRA Algorithms

The most racially fair PSPRA algorithm, based on relational equality, must be one that takes into account the disproportionate harm of pretrial detention on Black communities’ access to basic capabilities. Namely, such a PSPRA algorithm must detain fewer Black defendants than the status quo. One way to do so is to lower the risk score (or accordingly adjust the risk threshold) for Black defendants; let us call such an algorithm an Affirmative PSPRA algorithm. In some ways this is similar to the proposal of race-specific risk thresholds [28, 5]. What distinguishes Affirmative PSPRA algorithms from these proposals is its basis in relational equality, as opposed to satisfying a statistical metric like classification parity, which requires race-specific risk thresholds to meet its objective of equal error rates [27, 13].

Concretely, consider a PSPRA algorithm like COMPAS or PSA. An Affirmative PSPRA algorithm takes the risk score output by that algorithm and for Black defendants, lowers the risk score slightly. It seeks to give a slightly more lenient risk score to a Black defendant, compared to a white defendant with the same number of prior arrests.26 In doing so, an Affirmative PSPRA algorithm releases, instead of detains, substantially more Black defendants than would a non-Affirmative PSPRA algorithm.

By lowering risk scores for Black defendants, an Affirmative PSPRA algorithm necessarily reduces false positives at the expense of more false negatives for Black defendants. But this is actually reasonable if what we care about is fairness, and specifically, relational equality as fairness. Restricted individual liberty from false positives imposes barriers to relational equality that are especially pronounced for Black communities, compared to white communities. False positives undermine relational equality in a way that false negatives do not; false negatives, for example, do not impede access to job opportunities for specific communities the way being incarcerated does. Hence lowering false positives is a mandate of relational equality.

But why is introducing more false negatives justifiable, especially with the public safety risks they introduce?27 I give two reasons. First, it is possible that the public safety costs of increasing false negatives are offset by the reduction of false positives. Both false positives and false negatives carry public safety risks, as discussed in §3.2. That means lowering false positives while increasing false negatives does not necessarily mean an increase in public safety risks overall. Some of the risks are introduced earlier (by false negatives) instead of later (by false positives).

Second, this paper’s focus is on fairness. While I showed in §4.3 that there is room for values beyond public safety in the criminal justice system, the specific tradeoff between fairness and public safety is a much larger conversation that should likely be left up to jurisdiction-level democratic decision-making processes. Hence I only show what relational equality as fairness requires. As long as the public safety risks from false negatives do not undermine
relational equality, they are justifiable under relational equality as fairness. How might public safety risks undermine relational equality? Access to basic capabilities must be substantially impacted by recidivism instances. In particular, the number and type of recidivism instances must be enough to substantially change people’s physical and perceived sense of public safety in the neighborhood — two human-level basic capabilities that would be most relevant. But nonviolent offenses such as shoplifting and drug usage account for a vast majority of pretrial recidivism instances. In Washington D.C., for example, only 1% of defendants released pretrial recidivated violently [36, 12]. While undesirable, introducing more cases of shoplifting is unlikely to alter a community’s physical and psychological safety to a significant extent.28 Hence the false negatives introduced are unlikely to affect access to the basic capabilities required for relational equality in a meaningful way. This is true regardless of where the recidivism instances occur, including majority-Black neighborhoods. Overall, insofar as fairness and relational quality as fairness is concerned, an increase in false negatives to reduce false positives for Black defendants should not be alarming.29

Even if we could predict the future, and knew which defendants would recidivate if they were released pretrial, an Affirmative PSPRA algorithm would still release some Black defendants who would commit a crime (for example, all Black defendants who would commit a minor crime).30 Pretrial detention poses such a barrier to relational equality that doing otherwise would be unfair from a relational equality perspective.

Affirmative PSPRA algorithms also stand in contrast to the important and often-suggested goal of correcting for data bias (e.g. [61, 99]). §3.1 discussed how racial bias in policing practices likely inflates arrest rates in Black defendants’ data [70, 78, 82], making it difficult to measure algorithmic accuracy. A natural solution would be to correct for such data bias. But even if there was perfectly unbiased arrest data, relational equality would still require Affirmative PSPRA algorithms to release more Black defendants; instead, data bias needs to be overcorrected for.

In fact, in contrast with traditional PSPRA algorithms, Affirmative PSPRA algorithms do not have maximizing accuracy as a goal for Black defendants. Exactly correcting for racial bias in police arrests would increase the accuracy of the algorithm the most. Specifically, consider a hypothetical algorithm that does not consider any variables that can be tied to racial bias in arrests, such as zip codes, arrest history, and even conviction history, but that manages to achieve high (> 70%) accuracy. An Affirmative PSPRA algorithm would still not be satisfied with this comparatively accurate algorithm as long as there is a significant false positive rate for Black defendants. Rather, an Affirmative PSPRA algorithm would be more lenient for Black defendants in order to reduce the false positives rate, even at the expense of increasing false negatives and lowering the overall accuracy for Black defendants.

The upshot is that equalizing accuracy is neither necessary nor sufficient for fairness based on relational equality. First, as §4.2 suggests, equal accuracy is not sufficient for relational equality as fairness. Even if PSPRA algorithmic accuracy is equal for Black and white defendants, the effects of pretrial detention in an unjust basic structure are disproportionately more harmful to Black communities’ access to basic capabilities. Second, equal accuracy is also not necessary for relational equality as fairness. I discussed earlier that Affirmative PSPRA algorithms lower the overall accuracy for Black defendants. In contrast, the high accuracy for white defendants would be unchanged. Thus white and Black defendants would have unequal accuracy for relational equality as fairness via Affirmative PSPRA algorithms.

It is actually desirable that fairness based on relational equality — an Affirmative PSPRA algorithm — de-emphasizes accuracy. Constructing a future that is more fair and just must necessarily produce outcomes that are inaccurate according to today’s unjust basic structure with relational inequality; otherwise, we are merely holding a mirror to current injustices and magnifying them.

7 CONCLUSION

In conclusion, current statistical notions of algorithmic fairness are undesirable because the foundation of equalizing accuracy does not capture the substantive point of equality in fairness in the first place. Relational equality is a fruitful alternative framework. When applied to the PSPRA algorithmic setting, relational equality requires Affirmative PSPRA algorithms, where risk scores are lowered for Black defendants. These Affirmative PSPRA algorithms show that equalizing accuracy is neither necessary nor sufficient for relational equality.
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