1 INTRODUCTION

Algorithmic systems powered by machine learning techniques have increasingly exercised power over a wide variety of communities, both online and offline. Wikipedia, for example, uses algorithmic tools to assess the quality of edits in articles and to take appropriate actions based on this editing quality, such as reverting problematic edits [30]. Algorithmic tools have also been deployed in many offline, local communities to help, for example, child protection agencies screen referral calls [21], or school districts redesign their bus driving routes [10]. Those AI tools and systems that appear to provide efficient technical solutions, however, can fail in practice, often due to disconnections between the designs of these systems and real-world community stakeholders’ realities, context, and constraints, which is both likely to undermine practical initiatives and to cause significant harm to already disadvantaged social groups [20, 28, 33, 64].

Recently, there have been increasing calls for centering impacted communities in the design of the AI systems that will be deployed in their communities (e.g., [14, 37, 40, 43, 53, 67, 72]). As Shah [55] has argued, achieving "social license" from the broader community is critical to the ability of technologies to have a positive social impact.

However, the diverse and sometimes contradictory nature of a community’s goals and needs [60], and the complexity of AI’s development procedure, outputs, and potential impacts [16, 44, 45, 68] have prevented community members from effective participation in system design. In particular, there are often inherent trade-offs in implementing multiple community goals in the design of AI systems. Optimizing one goal can lead to poor performance on others. For example, there is a well-documented trade-off between false positives and false negatives: reducing false positives can increase false negatives and vice versa. Furthermore, research has also shown a trade-off between prediction accuracy and fairness [38, 39]. The complex model trade-offs, coupled with the diverse values and goals embedded in any given communities, make it challenging for community members to understand, navigate, and negotiate the trade-offs associated with different design choices, and make collective decisions about what is best outcomes for their communities.

In this paper, we present the Model Card Authoring Toolkit, a toolkit that supports community members to understand, navigate and negotiate a spectrum of machine learning models via deliberation and pick the ones that best align with their collective values. Through a series of workshops, we conduct an empirical investigation of the initial effectiveness of our approach in two online communities – English and Dutch Wikipedia, and document how our participants collectively set the threshold for a machine learning based quality prediction system used in their communities’ content moderation applications. Our results suggest that the use of the Model Card Authoring Toolkit helps improve the understanding of the trade-offs across multiple community goals on AI design, engage community members to discuss and negotiate the trade-offs, and facilitate collective and informed decision-making in their own community contexts. Finally, we discuss the challenges for a community-centered, deliberation-driven approach for AI design as well as potential design implications.

ABSTRACT

There have been increasing calls for centering impacted communities – both online and offline – in the design of the AI systems that will be deployed in their communities. However, the complicated nature of a community’s goals and needs, as well as the complexity of AI’s development procedures, outputs, and potential impacts, often prevents effective participation. In this paper, we present the Model Card Authoring Toolkit, a toolkit that supports community members to understand, navigate and negotiate a spectrum of machine learning models via deliberation and pick the ones that best align with their collective values. Through a series of workshops, we conduct an empirical investigation of the initial effectiveness of our approach in two online communities – English and Dutch Wikipedia, and document how our participants collectively set the threshold for a machine learning based quality prediction system used in their communities’ content moderation applications. Our results suggest that the use of the Model Card Authoring Toolkit helps improve the understanding of the trade-offs across multiple community goals on AI design, engage community members to discuss and negotiate the trade-offs, and facilitate collective and informed decision-making in their own community contexts. Finally, we discuss the challenges for a community-centered, deliberation-driven approach for AI design as well as potential design implications.

ACM Reference Format:
decision-making via deliberation, mediated through technical innovations [56, 58, 72]. The Model Card Authoring Toolkit encompasses three different artifacts – the Authoring Tool, the Comparison Table, and the Deliberation Protocol, to scaffold the deliberation process. The Authoring Tool allows community members to navigate a spectrum of machine learning models and choose a model that aligns with their values. The Comparison Table concisely summarizes the key performance metrics of different models and explains their impacts on different stakeholder groups. The Deliberation Protocol, which includes an onboarding session, a discussion session, and a two-step writing session, helps structure the discussion process and facilitate collective decision-making.

In this paper, we document an early use of our approach in the Wikipedia community. Through a series of workshops, we conduct an empirical investigation of the initial effectiveness of our approach in two different Wikipedia communities – English Wikipedia (enwiki) and Dutch Wikipedia (nlwiki), and document how our participants try to collectively set the threshold for a machine learning based quality prediction system used in their communities’ content moderation applications. Our results suggest that the use of the Model Card Authoring Toolkit helps improve the understanding of the trade-offs across multiple community goals on AI design, engage community stakeholders to discuss and negotiate the trade-offs, and facilitate collective and informed decision-making in their own community contexts. Finally, we discuss the challenges for a community-based, deliberation-driven approach for AI design as well as potential design implications.

Our contributions are three-fold:

- First, we introduce a novel deliberation driven toolkit – the Model Card Authoring Toolkit – to help community members understand, navigate and negotiate a spectrum of models via deliberation and try to pick the ones that best align with their collective values;
- Second, we document an early use of our approach in two different Wikipedia communities (English and Dutch) and conduct an empirical investigation of the initial effectiveness of our approach;
- Third, we discuss the challenges for a community-centered, deliberation-driven approach for algorithm design as well as potential design opportunities.

2 RELATED WORK

In this section, we outline relevant work in two areas. First, we present an overview of participatory approaches to AI and machine learning, a field that has received increasing attention in FAccT and describe how our work contributes to this emerging line of research. Next, we survey the existing techniques, toolkits, and systems related to issues of FATE in the fair ML literature, and describe how our work is positioned in this space.

2.1 Participatory Approaches to AI and Machine Learning

Recently, recognizing the limitations of merely offering technical perspectives to system design, works in HCI and FAccT have started to incorporate a wide range of stakeholders into the design process, often under the umbrella term of “participatory approaches to AI and Machine Learning” [41]. For example, past work has built systems that ensure users have the potential to adapt their predictions or recommendations [22, 63] and actively incorporate their feedback into system design [69]. They have developed methods and tools for informing and engaging users in model design, development and deployment [47, 51] as well as for them to analyze and contest the outcomes of ML systems [42]. They have also proposed methods and frameworks for developers, researchers and everyday users to detect, understand and interrogate problematic machine behaviors [2, 15, 57]. Despite their significant contribution, communities that are mostly impacted by decision-making algorithms have often not been sufficiently centered in the process [34, 59]. As a result, there have been increasing calls for re-centering impacted communities – stakeholders who are at the receiving end of the AI decisions and more likely to be significantly harmed – in the design of the AI systems that will be deployed in their communities (e.g., [14, 37, 40, 43, 53, 67, 72]).

Our work answers this call and complements previous research in participatory approaches to AI and Machine Learning by re-centering community values and involving real-world community members in the design process of decision-making algorithms. In particular, we focus on trade-off deliberation to facilitate collective community discussion and decision-making in system design. In this project, we developed and evaluated a novel deliberation-driven toolkit – the Model Card Authoring Toolkit – to help community members understand, navigate and negotiate different model trade-offs across multiple community goals on AI design. We evaluated the initial effectiveness of our toolkit in two different Wikipedia communities and discussed challenges and limitations.

2.2 Techniques, toolkits and systems for FATE in AI and Machine Learning

Recently, the fair ML community has also undertaken significant efforts to develop techniques, toolkits, and systems to assist ML development teams in assessing and addressing machine biases (e.g., see [3, 19, 26, 33, 52]). In response to increased concerns about harmful algorithmic behaviors in AI systems (e.g., see [4, 7, 23]), this body of work often aims at addressing FATE – Fairness, Accountability, Transparency and Ethics – related concerns in AI and ML.

On the one hand, sophisticated tools and systems have been developed to help developers and industrial practitioners understand, assess and mitigate machine biases. For instance, Microsoft developed the Fairlearn toolkit [12] and IBM developed the AI Fairness 360 toolkit [8] to help industrial practitioners assess and mitigate potential algorithmic biases presented in their ML models. In a similar vein, Google has developed an open-source tool called “What-if” that helps developers without formal ML training explore the effects of different fairness metrics [66]. On the other hand, a different line of research has explored ways to enhance transparency and center social impacts in model and data reporting. For example, using multidisciplinary documentation techniques, the Model Card approach [47] uses short documents to provide benchmarked evaluation, intended use context, details of performance evaluation procedures, and other relevant information of a trained ML model. The Datasheets approach [27] focuses more on
the datasets, clarifying the characteristics of the data feeding into the ML model. Taking one step further, Value Cards [56] uses a set of cards to inform computer science students and future practitioners the social impacts of different ML models.

Here, we take a complementary angle, looking at designing FATE related toolkits to support community members in the design of their AI systems. Inspired by Value Sensitive Algorithm Design [72], a design process seeking to better incorporate stakeholder values in the creation of algorithmic systems, we introduce the Model Card Authoring Toolkit – a toolkit to help community members understand, navigate and negotiate a spectrum of diverse and oftentimes competing machine learning models via deliberation and try to pick the ones that best align with their collective values.

3 DESIGN OF THE MODEL CARD AUTHORING TOOLKIT

Below, we describe the general design, rationale and objectives of the Model Card Authoring Toolkit. Inspired by the Model Card [47] approach that uses documentation techniques to offer information of a trained ML model to facilitate ethical consideration for practitioners, we envision the Model Card Authoring Toolkit as a versatile toolkit that can be used to provide concise summaries of the model performances, connect them to community goals in AI design, and facilitate deliberation and collective decision-making about model choices for real-world community members.

3.1 General Design Rationale of the Toolkit

Deliberation is at the core of the Model Card Authoring Toolkit. Instead of viewing human values in AI systems as individual dilemmas that can be calculated as aggregations of individual preferences (e.g., [36, 43, 61]), here, we foreground the importance of collective decision making via deliberation [53, 56, 58, 72]. As Robertson and Salehi argued [53], solely aggregating individual preferences is insufficient to support truly participatory, democratic governance of algorithmic systems. Deliberation refers to a particular sort of discussion — “one that involves the careful and serious weighing of reasons for and against some proposition” [24] — and is an approach to politics in which members from the general public are involved in collective decision-making through the exchange of ideas and perspectives via rational discourse [1, 17]. The value of deliberation before making a decision includes (1) sharing views on a subject that voting or preference aggregation does not allow; (2) considering a wider range of options or new alternatives; (3) encouraging more public-spirited proposals in contrast to those motivated by self-interest; (4) increasing the legitimacy of the ultimate decisions; and (5) improving the moral or intellectual qualities of the participants [1, 24, 65].

Taken as a group, the Model Card Authoring Toolkit is designed specifically to achieve the following three objectives to support community-centered algorithm design: (1) it aims at helping community members understand the trade-offs across multiple community goals on AI design; (2) it aims at helping community members discuss and negotiate the trade-offs across a spectrum of models; (3) it aims at helping community members make collective and informed decisions about model choices within their specific community contexts.

To achieve these goals, in the design of the Model Card Authoring Toolkit, we used three different artifacts – the Authoring Tool, the Comparison Table, and the Deliberation Protocol, to scaffold the deliberation process. Specifically,

- The Authoring Tool offers an interactive interface, describing a range of machine learning model by showing their important performance metrics that reflect the trade-offs across multiple community goals. It allows community members to navigate a spectrum of models and select one that aligns with their goals and values.
- The Comparison Table concisely summarizes the key performance metrics of different models and explains their impacts on different stakeholder groups. It allows community members to systematically and comparatively examine a range of models and scaffold the trade-off discussion.
- The Deliberation Protocol, which includes an onboarding session, a discussion session, and a two-step writing session, helps structure the discussion process and facilitate collective decision-making.

In the following sections, we will discuss how the design rationale of the toolkit is being manifested in the study context of the Wikipedia community.


As Wikipedia’s content and readership continue to grow, there is a clear need to help reduce the sheer volume of human labor necessary to maintain the online encyclopedia. Objective Revision Evaluation System (ORES) – a quality prediction system – has been used to assess the quality of edits and take corrective actions. Maintained by the Scoring Platform Team at the Wikimedia Foundation, ORES supports a variety of content moderation tools, such as Recent Changes and Huggle tool, that allow members to review and revert recent revisions in Wikipedia articles [46].

ORES is a machine-learning based algorithmic system trained with human-labelled Wikipedia revisions and outputs a continuous quality score between 0 and 1 for each edit [29]. The ORES API takes in an edit revision ID and generates a “damaging” and a “good-faith” score, which indicate the likelihoods that an edit is damaging or malicious. To successfully deploy these tools, it is important to select the appropriate threshold so that edits with quality scores above the threshold will be identified as damaging. However, there are trade-offs associated with threshold selection. For instance, a low threshold ensures that the majority of damage will be caught, but at the expense of needing to review more edits. In contrast, a high threshold minimizes the harm of automatically reverting good edits but may allow a large number of damaging edits through. In most cases, the exact number of the threshold is selected by Wikipedia administrators and is not directly accessible to most Wikipedia members. However, as noted by the development team behind ORES, as a socio-technical system situated in a large online community, the design, development and
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deployment of ORES should also actively involve a wide range of Wikipedia community members. We therefore chose ORES as our study context to design and evaluate our toolkit as a “proof-of-concept” study to understand the challenges and opportunities of community-centered algorithmic design.

3.3 How the Model Card Authoring Toolkit is being used in the Wikipedia Context

In our case study with ORES, we developed the toolkit based on the ORES explorer [70], which provides users with a suite of visualization interfaces that explains the trade-offs in the ORES system, based on methods developed in [71]. We feed the toolkit with real datasets from the Wikipedia communities and the spectrum of models developed in [70].

As noted in [60], when developing a machine-learning-based quality predictive tool to help moderate content, the Wikipedia community may have multiple goals: (1) catching all the potentially low-quality edits, (2) avoiding falsely flagging high-quality edits as low-quality, and (3) treating different editor groups fairly and equally. However, as with many other decision-making algorithms deployed in real-world communities, there are often inherent trade-offs in implementing multiple design goals in the algorithm. Optimization for multiple criteria is challenging: Optimizing one criterion often leads to poor performance in other criterion. For example, the value “reducing the effort of community maintenance” corresponds to criteria of maximizing overall accuracy and minimizing false positives (i.e., catching all the potential damaging edits); while “encouraging positive engagement with diverse editor groups” corresponds to minimizing false negatives (i.e., not falsely labeling good edits as damaging) and treating different editor groups fairly. However, there is a well-documented trade-off between false positives and false negatives; reducing false positives can increase false negatives and vice versa. Furthermore, machine learning research has shown a trade-off between prediction accuracy and fairness (e.g., [38, 39]). Specifically, improving fairness—such as minimizing differences in false-positive rates between different editor groups—can lead to a decrease in overall prediction accuracy.

For the purpose of this study, we focus on two sets of trade-offs between four different sets of system criteria and their respective community values [60, 70]: the trade-offs between minimizing false positives (i.e., catching all the potential damaging edits) and minimizing false negatives (i.e., not falsely labeling good edits as damaging), and the trade-offs between overall accuracy and fairness (i.e., treating different editor groups equally). Following [70], we also illustrate the model impacts on three different editor groups: newcomers, experienced and anonymous editors. The ultimate goal of the Authoring Tool is to scaffold the potential trade-offs in a machine learning model and allow participants to map their social values to model trade-offs. There are often inherent trade-offs in implementing multiple goals in AI design (e.g., [38, 39]). Moreover, different community groups can have a wide range of diverse goals and values associated with an algorithm. The Authoring Tool helps capture and concretize those implicit model trade-offs and map them back to the diverse goals and values of community members.

3.3.2 The Comparison Table. The second artifact in the toolkit is the Comparison Table (see Figure 1, Right). Based on individual model cards created by participants using the Authoring Tool, the Comparison Table further scaffolds the resulting set of diverse machine learning models, concisely summarize their key performance metrics, and explain their impacts on different community groups. Inspired by Mitchell et al. [47], the purpose of the Comparison Table is twofold. First, it offers a compact trade-off overview across different machine learning models in an algorithmic system to facilitate systematic examination. Second, it illustrates the social impacts of the model trade-offs on different social groups to allow comparative
discussion. We hope that participants would take the Comparison Table as a starting point to develop systematic understanding of the trade-offs across a spectrum of models and be ready to engage in the deliberation.

3.3.3 The Deliberation Protocol. The third artifact in the toolkit is the Deliberation Protocol. The Wikipedia community has already developed a number of formal and informal deliberation mechanisms for resolving conflicts in content-related disputes and user conduct disputes [35], such as Third Opinion, Dispute Resolution Noticeboard, Mediation Committee, Request for Mediation, and Request for Comments. We reviewed these existing consensus-building mechanisms in our research group iteratively and designed the final protocol to facilitate community-centered deliberation on ORES. Our finalized protocol includes the following three steps: An onboarding session, a discussion session, and a two-step writing session. (1) Participants will first have an onboarding session, during which they will be briefed about ORES, the machine learning service used in their Wikipedia communities, including the background, the purpose and the functionality of the system. (2) In the discussion session, participants will be encouraged to discuss with each other on which model is producing the best outcomes and would recommend for the community to use. Participants will be encouraged to discuss the following questions: What is the definition of good outcomes in their community? What are the pros and cons of different models? Which model would the group collectively choose? (3) After the discussion, participants will be asked to perform a two-step writing task. They will first be asked to summarize and write down the high-level principles that the ORES developers (or any future AI system designers) should consider to better benefit the Wikipedia community. They will then be asked to write a group proposal about their collectively chosen models. Consensus is not required at this point: If they agree on a model, they can include the model and their rationale. If they are not able to agree upon a model, they can propose up to three models, and provide their reasons.

3.4 Limited Scope of the Case Study

The goal of our study is not to capture all model trade-offs in content moderation algorithms used in Wikipedia, but to study the initial effectiveness of the Model Card Authoring Toolkit as a community-centered, deliberation-driven toolkit in a real-world online community. Therefore, we choose to focus on a restrictive set of model performance metrics, stakeholder groups and editor communities, based on previous work developed in this domain [60, 70].

4 A CASE STUDY OF USING THE MODEL CARD AUTHORING TOOL IN PRACTICE

Below, we describe a case study of using the Model Card Authoring Toolkit in two different Wikipedia communities – English and Dutch Wikipedia – to facilitate community members’ understanding, navigation and negotiation of different model trade-offs and collectively set the threshold for ORES. We conducted four online workshops – two with English and two with Dutch using our toolkit.

4.1 Community Context: English and Dutch Wikipedia

ORES has been designed and deployed in 34 different language versions; each language version is an independent editor community [6, 32], with their own editor base, rules, policies, and practices. These 34 communities include large communities like English Wikipedia (enwiki), German Wikipedia (dewiki), to relatively smaller communities such as Dutch Wikipedia (nlwiki). Our study focuses on two different communities – English Wikipedia (enwiki) and Dutch Wikipedia (nlwiki). We chose these two communities for our case study because they differ in size, editor groups, and content moderation policies so that we can observe the effectiveness of the toolkit in different types of online communities (see Table 1 for a brief summary of their different community characteristics).

4.2 Method

4.2.1 Study Procedure and Process. We conducted our workshops via online conferencing platform Zoom. In each workshop, participants were asked to complete a 5-step activity using the Toolkit: (1) Complete a brief pre-survey to understand their role on Wikipedia, prior experience with ORES, and their perception towards ORES; (2) Use the Authoring Tool to choose one model, describe their values behind the choice and generate their individual Model Card; (3) Use the Comparison Table to discuss in groups on which model they would recommend for the community; (4) Write a group proposal about their collectively chosen models; (5) Complete a post-survey. Participants were given the Authoring Tool in step 2, Comparison Table and in step 3, and guided by the Deliberation Protocol throughout the entire workshop. Although ORES can be used for a wide range of content moderation apps in Wikipedia, we asked our participants to focus on selecting models for ORES in the context of Recent Changes, which is one of the most popular pages for Wikipedia members to review and revert recent revisions (see figure 2 for study design).

4.2.2 Data Collection and Demographics. We conducted two deliberation workshops respectively with Dutch and English Wikipedians. We used snowball sampling [11] to recruit both English and Dutch members by posting recruiting messages on individual Wikipedia mailing lists and by reaching out via personal networks. For Dutch Wikipedia, we also recruited using the mailing list and news letters of Wikimedia Netherlands. For English Wikipedia, we recruited additional participants by posting a discussion thread on Village Pump, a discussion forum to discuss the technical issues, policies, and operations of Wikipedia. Each participant were offered $30 (28.88 Euro) Amazon gift cards as a sign of thank you for their volunteer efforts. Some participants from the Dutch community politely declined the gift cards to conform with their cultural values. Each workshop was 120-180 minutes long. All participants were briefed about the study before attending the workshop and explicit consent was obtained. All workshop sessions were audio recorded, in accordance with the Institutional Review Boards of the university.
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<table>
<thead>
<tr>
<th></th>
<th>Dutch Wikipedia</th>
<th>English Wikipedia</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Wikipedia Size</strong></td>
<td>6000 edits made every day</td>
<td>160,000 edits made everyday</td>
</tr>
<tr>
<td><strong>Community Size</strong></td>
<td>1250-1500 active editors</td>
<td>40k active editors</td>
</tr>
<tr>
<td><strong>Editor Groups</strong></td>
<td>Consists mainly of Dutch, highly educated men aged over 40. Only 10% of the editors are women and 3% of the editors have a non-Western migration background</td>
<td>Consists of editors from different countries: editors from top five countries (i.e., US, UK, Canada, India, and Australia) account for 70% of all editors. Only 16% of the editors are women</td>
</tr>
<tr>
<td></td>
<td>Most editors are located in the same time zone, actively communicating with each other via both online and in-person events</td>
<td>Editors are widely located in different time zones all over the world with little possibilities to meet up in real life</td>
</tr>
<tr>
<td><strong>Content Moderation</strong></td>
<td>All anonymous edits are checked by humans. About 8-10 moderators/patrollers manually and structurally check all anonymously edits on a daily basis</td>
<td>Checked by patrolling bots and real humans but no structured patrolling system of all anonymous edits</td>
</tr>
</tbody>
</table>

Table 1: A brief summary of different characteristics of English and Dutch Wikipedia in regard with community size, editor groups and content moderation structures. (Table compiled by the authors, with information collected from both English and Dutch Wikipedia as well as the Wikimedia Foundation).

Figure 2: Five Steps of Study Design. In each workshop, participants were asked to complete a 5-step activity: (1) Complete a brief pre-survey; (2) Use the Authoring Tool to generate their individual model card; (3) Use the Comparison Table to discuss in groups on which model they would recommend; (4) Write a group proposal about their collectively chosen models; (5) Complete a post-survey.

In total, there were 15 participants, six from English Wikipedia and nine from Dutch Wikipedia. One participant chose to opt out of the surveys, leaving us with 14 survey responses. Participants assumed various and multiple roles in Wikipedia, including editors, content moderators/patrollers, developers, administrators, and mentors. Specifically, *editors* are directly affected by the moderation decisions of ORES-supported systems. *Content moderators/patrollers* are the frequent users of ORES-supported moderation systems. *Developers* build software and tools based on the ORES prediction service. *Administrators* are granted advanced access to perform certain tasks (e.g., blocking users). Mentors support new editors via answering questions. Table 2 contains voluntarily disclosed participant information.

4.2.3 Data Analysis. For data analysis, we used qualitative measures to assess the initial effectiveness of our approach. Due to limited sample size, results from pre- and post-surveys were only compared to offer descriptive statistics. The qualitative datasets used in this study include discussion transcripts, group proposals, and the open-ended questions in the surveys. All the English group discussions were audio-recorded and transcribed using otter.ai [49]. All the Dutch workshop discussions were audio-recorded, transcribed and translated via a third-party service, and validated by the native Dutch authors of this paper. In this case study, our goal is to examine the effectiveness of the toolkit with the three objectives listed in 3.1. To achieve this goal, we used both inductive and deductive coding [13]. Our analysis started from inductive coding to extract codes that show evidence of the deliberation effects. Two authors first read the dataset separately and held weekly discussions. They then coded the first 10% individually and met to reach agreement on the codes. One author then coded the remaining using the codes developed and discussed with the second one iteratively to resolve emergent issues (e.g., ambiguities or new codes). We developed a codebook based on the analysis, summarizing 6 main codes and 33 subcodes. After inductive coding, we conducted a deductive coding in our research group, applying the codebook on the entire dataset to present evidence of deliberation along with the three objectives. Our approach builds upon and differs from existing grounded theory [18] and thematic analysis [13] in that the goal of the inductive coding is not to summarize emerging themes, rather to develop a codebook that serves as a vehicle for the subsequent deductive coding to uncover evidence of the deliberation along with the three objectives.

4.2.4 Research Stance. Recent research in HCI, ML, and FAccT research communities highlighted the potential harms researchers might cause when carelessly conducting community-based research [31, 34, 50]. Specifically, the Wikipedia community has specific rules and norms regarding related research projects. For example,
In general, our workshop results suggest that the use of the Model Card Authoring toolkit is promising in achieving the three objectives listed in 3.1. It helps (1) improve the understanding of the trade-offs across multiple community goals on AI design, (2) engage community stakeholders to discuss and negotiate the trade-offs, and (3) facilitate collective and informed decision-making in their own community contexts. Below, we report our findings through qualitative analysis aggregating the deliberation transcripts, group proposals, and open-ended questions in the surveys as well as descriptive statistics comparing the results from the pre- and post-surveys. We use “E” to represent participants from the English Wikipedia and “D” to identify participants from the Dutch Wikipedia.

### 4.3 Results

In general, our workshop results suggest that the use of the Model Card Authoring toolkit is promising in achieving the three objectives listed in 3.1. It helps (1) improve the understanding of the trade-offs across multiple community goals on AI design, (2) engage community stakeholders to discuss and negotiate the trade-offs, and (3) facilitate collective and informed decision-making in their own community contexts. Below, we report our findings through qualitative analysis aggregating the deliberation transcripts, group proposals, and open-ended questions in the surveys as well as descriptive statistics comparing the results from the pre- and post-surveys. We use “E” to represent participants from the English Wikipedia and “D” to identify participants from the Dutch Wikipedia.
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4.3.1 Improving understanding of the trade-offs across multiple community goals on AI design. Overall, we found that the use of the toolkit improved participants’ understanding of the model trade-offs and enabled them to connect those trade-offs to a wide range of community goals and values.

First, a clear pattern has emerged that during the deliberation, participants often drew from their lived experiences in the Wikipedia communities to contextualize model trade-offs, which helped them quickly connect technical trade-offs with the social goals of the AI system they have in mind. For example, in the first Dutch workshop, after using the Authoring Tool, D4 talked about his experience as a long-time content moderator in the community. Since he knows the majority of the editors in this relatively smaller community, if new ones come in, he can patrol their edits immediately so his goal with ORES is to have lower Positive Rate: "You know, I’ve been working in this community for a long time and I’m relatively familiar with the editors here. I would like the system to mark less edits as damaging – low positives, right? – as I can catch bad edits pretty quickly."

Similarly, during the second English workshop, E6 advocated for “minimizing false positive rate” since as a long-time Wikipedia editor, “I only review Recent Changes from time to time because I want to be disturbed by moderation work as little as possible. I think ORES should only bother me with content that highly relevant to the topic ... (I'd prefer) having a minimized false positive rate so there will be less judgement calls to make.”

Based on her own editing experiences, E5 disagreed with E6 and advocated for a higher false positive rate, she said, “For me, when I review and edit, I always go to the Recent Changes and then decide for myself. So in that case, what I would want as an editor is for the system (ORES) to show me a lot, a lot of live edits, and I would go into each of them in detail, decide if it’s a good edit or a damaging edit.”

Second, we also noticed that participants were able to not only draw from their own experience when analyzing the trade-offs, but also consider other stakeholders’ needs, suggesting an improved understanding across multiple community goals on AI design. For example, as a content moderator with 11 years in Wikipedia, E5 advocated for building a “safety net” for new moderators who "are more likely to make errors in judgment" when reviewing the edits. Though E5 preferred to receive more flagged posts herself, she suggested minimizing false positive rate for new moderators so they were not overwhelmed by the large amount of decisions to make.

Similarly, in one of the Dutch workshops, D4 realized that there exist a diverse set of goals and values in his community regarding the design of ORES. He said: "Look, if someone says: "I have nothing to do in the next six hours, it can take a while and I’ll look at it in great detail", then I’d choose D1’s model, but if I only had one hour, I’d choose D2 model and if I had even less then I’d choose D3’s model. Different people will have different positives or negatives.”

In both the pre- and post-survey, we also asked our participants about their perceived understanding of, trust toward, satisfaction and control of the ORES system. Our data has shown that after the workshop, 14 participants’ perceived understanding of the ORES system increases from 5.36 (SD=3.10) to 7.64 (SD=1.74) on a ten-point scale, which are consistent with our findings from qualitative analysis. In addition, there is a slight increase in trust toward the
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<table>
<thead>
<tr>
<th>ID</th>
<th>Gender</th>
<th>Experience</th>
<th>Roles</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>M</td>
<td>1+ years</td>
<td>Editor &amp; Moderator</td>
</tr>
<tr>
<td>D2</td>
<td>Nonbinary</td>
<td>18 years</td>
<td>Editor</td>
</tr>
<tr>
<td>D3</td>
<td>M</td>
<td>9 years</td>
<td>Editor</td>
</tr>
<tr>
<td>D4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>D5</td>
<td>M</td>
<td>17 years</td>
<td>Editor &amp; Moderator</td>
</tr>
<tr>
<td>D6</td>
<td>M</td>
<td>7 years</td>
<td>Mentor</td>
</tr>
<tr>
<td>D7</td>
<td>F</td>
<td>8 years</td>
<td>Mentor</td>
</tr>
<tr>
<td>D8</td>
<td>M</td>
<td>1 year</td>
<td>Editor &amp; Administrator</td>
</tr>
<tr>
<td>D9</td>
<td>M</td>
<td>16 years</td>
<td>Editor &amp; Mentor</td>
</tr>
<tr>
<td>E1</td>
<td>F</td>
<td>2 years</td>
<td>Mentor &amp; Administrator</td>
</tr>
<tr>
<td>E2</td>
<td>M</td>
<td>0.5 year</td>
<td>Administrator</td>
</tr>
<tr>
<td>E3</td>
<td>F</td>
<td>3 years</td>
<td>Editor</td>
</tr>
<tr>
<td>E4</td>
<td>M</td>
<td>4 years</td>
<td>Mentor &amp; Administrator</td>
</tr>
<tr>
<td>E5</td>
<td>F</td>
<td>11 years</td>
<td>Editor &amp; Moderator</td>
</tr>
<tr>
<td>E6</td>
<td>M</td>
<td>14+ years</td>
<td>Editor &amp; Developer</td>
</tr>
</tbody>
</table>

Table 2: Participant Summary (N=15). A single dash indicates that the participant chose to participate in the workshop but not the surveys, leaving us with 14 survey responses. Our participants assumed various and multiple roles in Wikipedia, including editors, content moderators/patrollers, mentors, administrators, and developers. We use “E” to represent participants from the English Wikipedia and “D” to identify participants from the Dutch Wikipedia.
dilemma," that is, there was no single perfect solution to the problem, rather, they need to strike a balance between multiple community goals in the design of the ORES system. For example, D1 sees this as a dilemma between catching as much vandalism as possible and the limited time he has as a content moderator: "I personally find it important that there are relatively little false negatives without having a really long list of things I need to do. I have limited time, but on the other hand I also don’t want to let vandalism go unnoticed."

D2 understands this as a need to create an “orange light” as a middle ground, in addition to the “green” or “red” light: “This is why I vote for a stoplight with 3 lights instead of 2, and then use both the low percentage that D3 chooses and the high percentage that D4 chooses all the while making an orange light as the middle field.” D7 summarized the process as “a question of balance”: “For me it was more a question of balance, like water with wine.”

Similarly, in the English workshop, E4 also concluded: “There isn’t a solution, just a trade-off between different positives and negatives ... We’re struggling to find a default because what a default reviewer wants to see varies a lot... a default review might be the one that doesn’t pick any specific setting.”

Second, we observed that participants also started to change their priorities and model choices after listening to each other’s perspective, suggesting an active process of perspective taking. For example, in the second Dutch workshop, D7, an editor with 8-year experience changed his choice after engaging with other participants in the workshop: “Yes, my initial choice was based on the importance of accuracy and decreasing workload, but now that I hear from you that the administrators don’t prefer this, I would rather choose model 2.”

After the first English workshop, E1 also appreciated the opportunity to participate in the workshop and thought “it’s been very useful for us to reflect on various perspectives”. E5 commented that she: “didn’t know the other editors personally, but the discussion with them was fruitful and it helped me refine my perspectives. The discussion with the group has impacted my final choices”.

In both our pre- and post-survey, we asked our participants about their priorities in maintaining content quality on Wikipedia. We noticed that in the pre-survey, 9 out of 14 tend to consider that “maximizing overall accuracy of the system” as of higher importance and the editor groups in general have divergent goals toward model design. After the deliberation workshop, the participants started to change their priorities. In particular, they were less likely to prioritize accuracy as the most important goal for content moderation, with only 5 out of 14. In addition, they have also narrowed down their listed priorities with the average number of selected priorities decreasing from 4.89 to 3.67, which suggested a potential convergence of different design goals after our workshops.

4.3.3 Enabling collective and informed decisions within specific community contexts. We observed that our toolkit has helped participants to make collective decisions of the ORES design within their specific community context.

In our deliberation workshop, we asked our participants to perform a two-step group writing session after discussion. We first asked them to write a list of high-level principles that the future AI designers in the Wikimedia community should consider; we then asked them to write a group proposal about their collectively chosen model, if they have reached agreement after discussion. We noticed that this task design has helped our participants to summarize their values and consolidate their diverse goals on the design of the AI system.

For example, participants from our Dutch workshop realized that they are performing similar decision-making process as the “polder model,” which is a Dutch version of consensus-based economic and social policymaking to look for a middle ground [54]. As D5 summarized: “So there’s an administrative question here. Which result do I want? Imagine that we’re handling the polder model. We’re starting at the average and then basing our discussion on that?” D5 also urged his peers to consider what they can afford to sacrifice: “We need to set priorities and make choices. And from the result you can see what we can afford to sacrifice”. Similarly, at the end of the second English workshop, E6 synthesized what he discussed with E4 and E5 and concluded: “I am okay with lowering my threshold a little bit considering the majority of people who might take a look at the Recent Changes, probably will not be experienced editors.”

Furthermore, we noticed that our participants have been actively situating their collective decisions into their own community context. That is, the Toolkit helped them go beyond merely choosing a machine learning model, probing them to think more about the purpose of the AI system as well as the larger community context within which this AI system is situated. For example, since the Dutch Wikipedia is relatively small and homogeneous, with almost all of its members living in the same time zone and interacting with each other both online and offline (see Table
some participants questioned the need of deploying a machine-learning based system. In other words, they moved beyond from “choosing which model” to “whether do we need any model at all”. D4 raised this question: “In what capacity is this adding to what is already being done? For example, almost all of us are in the same time zone, if anyone posts anything at, say, 3am in the morning, we will know this one is problematic, right? Do we really need ORES?”

In contrast, for the relatively larger and more diverse English Wikipedia (see Table 1), participants paid more attention on the issues of culture diversity. For instance, when asked to collectively deciding on high-level design principles, E1 added: “They (bots) have to understand and capture those cultural variances. And that it’s typically not easy”. For example, E1 realized that if she wrote something about “the culture of thummell or Tamil Nadu”, ORES might not recognize many words or typical terms that belong to a particular community or culture. Therefor, E1 proceeded to propose that “ORES system needs to understand and record various cultural differences and also address knowledge gaps”.

Another example emerged when discussing the prioritized editor groups ORES should consider. Since Dutch Wikipedia has a relatively well-structured content moderation system consisted primary of human moderators (see Table 1), participants from the Dutch workshops tried to strive a balance between minimizing moderators’ efforts and protecting newcomers. As D2 argued, although it is important to consider the workload of moderators, “I have a feeling that we as a group are a bit different than the newcomers, so to say now that we should mark all of the newcomer edits immediately red to minimize moderators’ effort is a bit too much? That’s why I said I’d rather place a question mark here as a potential risk instead of looking at it as black or white... Don’t be relentless, I don’t want to scare off new editors”.

In contrast, probably due to the large community size, a large number of new edits made everyday, and the relatively less well-structured content moderation system (see Table 1), English Wikipedia members prioritized “reducing moderators’ workload and assigning different kinds of maintenance tasks” (E6) when the group were collectively reflecting on their design priorities. E4 seconded E6’s comment on the importance of reducing workload of moderators and asserted that ORES design should avoid “flooding them with too many things as their plates are probably already full”.

Although at the end, only two of the four workshops came to a consensus on their chosen machine learning models, we observed that our Toolkit and workshops had nevertheless facilitated collective discussion and decision-making of system design within our participants’ own community contexts.

5 DISCUSSION: TOWARD COMMUNITY-CENTERED, DELIBERATION-DRIVEN AI DESIGN

In this work, we presented the Model Card Authoring Toolkit to support community members navigate a spectrum of machine learning models and pick the ones that best align with their collective values. We hope that our study complements previous work in community-centered AI design by offering one possible solution to collective decision-making via trade-off deliberation. Below we discuss challenges, design opportunities, our limitations and future work.
5.1 Challenges and Design Opportunities

Our study reveals a few challenges and design opportunities in this emerging research area.

First, there are time and resources challenges. As Pierre et al. [50] reflected via their own research with local communities, data-centered participatory design projects can sometimes put a burden to community members, especially to marginalized social groups as they are often short on time and resources. This was reflected in our project. Indeed, we experienced difficulties recruiting participants for our project. Sometimes interested community members signed up for the workshop but eventually didn’t make it due to time constraints. For example, they thought the workshop was too long and they didn’t have enough time. Or, the proposed workshop time didn’t fit into their schedule as they had to work or take care of family members. This suggests opportunities to conduct alternative types of deliberation. For example, instead of online synchronous workshops conducted in this study, we can also host asynchronous deliberation sessions through Wikipedia’s internal forum such as Village Pump. As the majority of the exchanges between Wikipedia editors already take place on the Wikipedia site asynchronously, asynchronous deliberation might make it easier for editors from different time zones to engage in the conversation at the time that works best for them.

Second, there are tech literacy challenges. In our study, although we tried different ways of simplifying the toolkit via an iterative design process, including condensing the technical details of the models using the Model Cards approach [47], participants still spent a fair amount of time trying to understand the terminologies used in the study. In particular, they had difficulties in understanding key performance metrics of machine learning models, such as false negatives and false positives. In one of our workshops, D5 had to explain the concept “false positives” to others as “it’s like you are tested positive for COVID but actually you don’t have it”. This suggests opportunities of further lowering enter barriers for community-centered AI design. For example, can we provide lightweight interactions to quickly contextualize the terminologies for non-expert community members so they can better understand performance metrics?

Finally, there are infrastructural challenges. This was especially present in our first workshop with members from the English Wikipedia as two of the participants were from Global South countries and their network connection was very unstable. In fact, they had to access Zoom via mobile phone networks due to the lack of cable in their communities. During our workshop, E2 even had to take a break to purchase new prepaid phone card to rejoin the meeting. As E2 commented, “I hope future studies can consider the challenges we are facing. Not everyone has good networks or fancy computers.” This is a good reminder of the importance of underlying infrastructures supporting any forms of computer-mediated communication. One way of supporting online communities without robust network infrastructures is to conduct asynchronous forms of deliberation, as mentioned above. In addition, it also reminds us the importance of considering the diverse needs and constraints real-world community members can face in their everyday lives and how to better accommodate those needs and constraints in future work on community-centered AI design.

5.2 Limitations and Future Work

As a “proof-of-concept” case study, there are a number of limitations that are important to mention.

First, the online community we are working with in this project – Wikipedia – is a very special type of community. As an grassroots online encyclopedia based on wiki technology, Wikipedia is often cited as a prominent example of the new community-based “flat” model for producing content and knowledge on the Internet [9]. Although studies have investigated the power dynamics within Wikipedia’s governance model and organizational structures (e.g., [5, 62]), it nevertheless remains very different from real-world offline communities. For example, over the years, Wikipedia has developed a variety of deliberation mechanisms for resolving conflicts in content-related disputes [35], which offers a fruitful starting point for our workshops. Thus, how effective our approach will be in helping real-world, offline community members design their own decision-making algorithms remains as important question for future research.

Second, it is worth noting that community-based collective decision-making can be achieved via a number of ways. Deliberation is just one of them. Past scholarship has provided critiques of both the concept and the practice of deliberation (e.g., [25]). In this work, we used deliberation as one potential solution to support trade-offs discussions. Indeed, although our workshops have facilitated collective decision-making, only two out of four groups have reached a consensus. Future work is needed to explore alternative solutions. For instance, the theories of agnostic pluralism [48] illustrate the importance of contentious expression as a supplement and alternative form to deliberation, especially in communities with significant power dynamics. Future work should also explore other options in this domain.

Third, the research agenda of community-centered AI design demands long-term, deep engagement with real-world communities, to which our work is just a starting point. Future work is needed to support sustainable participation from a wide range of community members and to actually incorporate their decisions and feedback into the AI development pipeline. This requires new design approaches and mindsets [34], to which we hope to contribute in our future work.

6 CONCLUSION

In this paper, we present the Model Card Authoring Toolkit, a toolkit that supports community members to navigate a spectrum of machine learning models via deliberation and try to pick the ones that best align with their collective values. We documented an early use of our approach through a series of workshops in two different Wikipedia communities – English Wikipedia and Dutch Wikipedia. Our results suggested that the use of the toolkit is promising in helping community members understand, negotiate and collectively decide on the threshold for a machine learning based quality prediction system used in their communities’ content moderation applications.
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