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ABSTRACT
The near universal condemnation of proxy discrimination hides a
disagreement over what it is. This work surveys various notions of
proxy and proxy discrimination found in prior work and represents
them in a common framework. These notions variously turn on
statistical dependencies, causal effects, and intentions. It discusses
the limitations and uses of each notation and of the concept as a
whole.
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1 INTRODUCTION
Discrimination can occur when a classifier or model uses a sensitive
attribute, such as a person’s gender or race, to reach a decision that
should not depend upon that attribute. Perhaps the simplest attempt
to prevent such discrimination, called blindness [13] or treatment
parity [54], is to exclude such attributes from the data available
to the classifier. This approach finds little favor in the research
community, as simply hiding an attribute does not prevent machine
learning from effectively recreating it from the other provided
attributes [e.g., 5, 13, 24, 41].

This concern is often described using the framing of proxies,
including in a White House report on big data [42, p. 53], and proxy
discrimination. For example, an algorithm might use someone’s
music interests as a proxy for race. In more complex cases, an
algorithm might use a combination of features, each of which look
innocent on its own, to construct a proxy. Either way, the algorithm
might engage in proxy discrimination against a race. But, what
exactly is a proxy or proxy discrimination?

In this work, I introduce a common framework in which to con-
sider and compare various notions of proxy and proxy discrimination.

This work is licensed under a Creative Commons Attribution International
4.0 License.

FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-9352-2/22/06.
https://doi.org/10.1145/3531146.3533242

My framework uses causal reasoning, including in a second-order
fashion that I have not seen elsewhere in fairness research. I see
this paper as the starting point for a rigorous discussion of what is
meant by proxy, proxy discrimination,wrongful proxy discrimination,
and illegal proxy discrimination. However, herein, I do not focus on
moral or legal questions, but rather the empirical characteristics of
proxies and proxy discrimination. I focus on what can be described
using standard scientific methods: associations, causes, and effects.
I also touch upon intentions. I do not tackle normative issues better
left to domain experts, democratic processes, or public opinion,
such as which attributes should not be proxied.

I first provide an overview of the various notions I consider (§2)
and the related work (§3). I then get more technical, introducing
some needed formalism (§4) before applying it to take a closer look
at the notions, one by one (§§5–11). Along the way, I comment on
some strengths and weaknesses of various definitions. Next, I again
consider the notions together, but this time through a normative
lens (§12). While I do not conclude that any one definition is the
correct one, I find some more apt than others at matching my
moral intuitions. I conclude that there is no one clear definition of
proxy discrimination, but that the term identifies a cluster of related
concerns, each warranting attention (§13).

A version of this workwithmore details can be found onArXiv [48].

2 OVERVIEW OF NOTIONS OF PROXY AND
PROXY DISCRIMINATION

While the notions of proxy and proxy discrimination I consider can
be flexibly applied to a range of tasks, I am primarily concerned with
a classifier using a model, perhaps created by machine learning,
to produce estimations or predictions Ŷ of some attribute Y of
individuals. The classifier has access to other attributes ®X of the
individuals to produce Ŷ .

Typically, discussions of proxy discrimination start with a sen-
sitive or prohibited attribute T that should not be one of the used
attributes in ®X . They note that some other attribute P in ®X (or a
combination P of attributes in ®X used jointly) could be a proxy
targeting T . They may speak of P recreating T , thereby undoing
the exclusion of T from ®X .

For example, consider the sentence “Zip code is a proxy for race
in lending”. Here, P is zip code;T is race; ®X might be attributes such
as zip code, income, and repayment history;Y might be loan default;
and Ŷ might be a credit score predicting Y computed by a model
using ®X . This sentence emphasizes the association or correlation
between the proxy P and target T . Compare that to the sentence
“The credit scoring model uses zip code as a proxy for race”, which
emphasizes how the model uses the proxy in the place of its target.
Despite having the same values for P , T , ®X , Y , and Ŷ , the two
sentences suggest different uses of the word “proxy”.
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By pondering sentences such as these and closely reading prior
works using the terms proxy and proxy discrimination, I identified
various definitions of these terms. I show how these definitions
break apart into recurring elements. Table 1 shows these elements as
relationships that may hold between P ,T , and Ŷ . Some elements are
more relevant to a finding of proxy discrimination than to a finding
of having a proxy, but the more elements that hold in a scenario,
the more apt it becomes to describe the scenario as involving a
proxy or proxy discrimination. I separate the elements into two
tables based on whether it’s a first-order relationship between two
variables or a second-order relationship between two relationships.
I start with the first order ones.

The first, and most central, element I consider is the capacity of
P to target T , that is, how accurately P can recreate T . Different
authors make this relationship precise using various relationships
like statistical association, as I discuss in Section 5. In general, the
stronger the association, the more reason there is to call P a proxy
forT on these grounds. With this in mind, I do not see the capacity
relationship or being a proxy to be crisply true or false, but rather
as matters of degree. Without any capacity, I do not find the use
of the term proxy to be appropriate, but as I discuss in Section 5,
there are so many ways to achieve a degree of capacity that this is
hardly a restriction.

The proxy use element of proxy discrimination is more causal in
nature. It holds when the value of P helps to induce the value that Ŷ
takes on. This inducement could be that P is a cause of Ŷ ’s value, that
it motivates the value, that an agent intends to set the value with P
in mind, or some other productive relationship. I discuss various
options in Section 6. This turns us from looking at whether P could
be used to make predictions to whether it really was used in this
manner, and may account for some authors saying a feature “is” a
proxy and not merely that it “can be” one. Generally speaking, such
proxy use is required to go from “proxy” to “proxy discrimination”.
As with associations, the degree to which the inducement justifies
using the terms “proxy (discrimination)” depends upon its nature
and strength.

The remaining elements are not necessary for proxy existence
or discrimination, but each further justifies using the terms. The
target unused relationship holds when the target isn’t used to induce
values for Ŷ . When Ŷ can useT directly, it’s less clear that P should
be considered a proxy for T even if it has the capacity to be one.

The element of bottom line impact looks at whether the resulting
decisions Ŷ end up associated, in some sense, with the target. This
measure of the so-called “bottom line” can be viewed as ameasure of
the proxy’s impact or harm. Intuitively, the stronger the association-
like property, the more harm done.

The remaining elements of proxy discrimination are each about
whether one of the aforementioned relationships induces another
one of them, which I view as a second-order relationship. They
cannot be decomposed into a mere conjunction of the underlying
first-order relationships since they capture something about the
interaction of the two relationships not present in either alone. For
example, it is possible to have proxy use and a bottom line impact
that do not have anything to do with one another since the impact
could come from some other aspect of the model. Only when the
proxy use induces a bottom line impact is the proxy consequential.

Substituting holds when the target going unused induces the
classifier to use the proxy. Closely related is capacity induced use.
These two elements can be teased apart with two examples.

As an example of substituting without capacity induced use,
consider a case where P andT are both statistically associated with
Y but in different ways so that they are not associated with one
another. Further suppose that Ŷ only needs to cross some threshold
for accuracy that can be reached using either of P and T but that
using P is more expensive thanT . In this case, the classifier will use
T without P if allowed, and will use P only if using T is disallowed.

As an example of capacity induced use without substituting,
consider a case where P is correlated with T and T with Y , and the
classifier uses P for that reason. Further suppose that the classifier’s
model is produced by a machine learning algorithm that attempts to
use every allowed feature correlated with Y (e.g., ridge regression).
It does not have substituting since it would use both P and T if
allowed, meaning it uses P regardless of T ’s use.

Figure 1 provides an overview of definitions of proxy and proxy
discrimination built out of these elements of proxy discrimination.
Some use just one element. For example, some authors view the
capacity relationship as sufficient to make P a proxy forT , although
for different notions of association (Figs. 1(a) & 1(b)). Prince and
Schwarcz define proxy discrimination to happen when a proxy’s use
is capacity induced [44], which uses a single second-order element,
thereby also touching upon two component first-order elements
(Fig. 1(h)). Other definitions are constructed using conjunctions of
these elements. For example, Fig. 1(d) shows what one gets if one
views disparate impact through the lens of proxy discrimination
and checks it against the EEOC’s policy for when it will bring a
case (which is more strict than disparate impact in general; see §8).
Figure 1(i) shows a combination of all the elemental relationships
to get what might be considered the quintessential case of proxy
discrimination.

3 RELATEDWORK
I believe this paper to be the first to rigorously compare notions of
proxy discrimination proposed by various authors. Forthcoming
work by Boyarskaya et al. has similar goals but a different scope [6].
Being a work in progress, I don’t consider it outside of this section.
Many of the papers cited as a source of a notion of proxy discrimi-
nation are primarily concerned with a task other than exploring
the notion’s semantics, such as exploring algorithmic discrimina-
tion in general [e.g., 5, 32], studying disparate impact [e.g., 19], or
developing approaches to detect or eliminate a notion of proxy
discrimination taken as a given [e.g., 10, 31, 43]. I introduce these
works as I go along. Prince and Schwarcz [44] takes definitional is-
sues rather seriously, but focuses on just its preferred definition and
lacks a mathematical treatment, but does offer more legal analysis
than found herein.

Hellman explores the topic from the opposite direction of almost
every other work cited: rather than being concerned with seemingly
innocent variables being used as a proxy for a protected one, she is
concerned with using the protected one as a proxy for unprotected
attributes [26]. While the math remains the same, the intuitions are
often flipped. Boyarskaya et al. discusses this flip in more detail [6].
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Table 1: Elements of proxy and proxy discrimination: relationships suggesting that P is a proxy targetingT for the estimator Ŷ . The two tables
list them, provide names, and separates them intofirst-order and second-order relationships. Dashed arcs denote association-like relationships
(e.g., statistical dependence, correlation). Solid arrows denote inducement (e.g., causes,motivates, intentionally brings about). Slashed-out gray
arrows denote a lack of inducement.

Name First-order relationship

Capacity (§5) 𝑃 𝑇
1

Proxy Use (§6) 𝑃 𝑌
1

Target Unused (§7) 𝑇 𝑌/
1

Bottom Line Impact (§8) 𝑇 𝑌
1

Name Second-order relationship

Consequential (§9)

𝑃 𝑇

𝑌
1

Proxy Substituting for Target (§11)

𝑃 𝑇

𝑌

/

1

Capacity Induced Proxy Use (§10)

𝑃 𝑇

𝑌
1

𝑃 𝑇
correlation (§5.1)

1
(a) Kirkpatrick’s “proxy” [33, p. 16]: capac-
ity

𝑃 𝑇
two-sided correlation (§5.2)

1
(b) Datta et al.’s “proxy” [10, Def. 2]: capac-
ity

𝑃 𝑇

𝑌

two-sided cor. (§5.2)

influence (§6.1)

1
(c) Datta et al.’s “proxy use” [10, Def. 6]: ca-
pacity and proxy use

𝑃 𝑇

𝑌
1

(d) EEOC policy on pursuing disparate im-
pact [16] (§8): capacity, use, and impact

𝑃 𝑇
causal descendant (§5.3)

1
(e) Kilbertus et al.’s proxy [31, p. 4]: capac-
ity

𝑃 𝑇

𝑌

causal descendant (§6.3)

causal descendant (§5.3)

1
(f) Kilbertus et al.’s “potential proxy dis-
crimination” [31, Def. 2]: capacity and use

𝑃 𝑇

𝑌

total effect (§6.2)

causal descendant (§5.3)

1
(g) Kilbertus et al.’s “proxy discrimina-
tion” [31, Def. 3]: capacity and use

𝑃 𝑇

𝑌
1

(h) Prince and Schwarcz’s “proxy discrimi-
nation” [44, p. 1261]: capacity induced use

𝑃 𝑇

𝑌

/

1
(i) All of them at once

Figure 1: Combinations of elemental relationships. When a prior work is clear about the sort of association or inducement used, I note it here,
but defer a discussion until later.

The only prior work on second-order causation that I could find
aims to make precise functional explanations found in evolutionary
biology [27]. It considers a causation causing an attribute whereas
herein we look at a causation causing a correlation and at a lack of
causation causing a different causation. Nevertheless, the approach
taken therein appears adaptable to our needs here, which I leave as
future work.

4 BACKGROUND ON MACHINE LEARNING
AND CAUSAL MODELING

I will limit our attention to machine learning applied to people
using the simplest form of supervised learning. To be concrete, I

will introduce the needed notation assuming that the user of the
machine learning is attempting to select convicts for parole who
will not reoffend.

Consider an actuary working for a parole board, which collec-
tively acts as the decisionmaker. Shemay start by collecting asmuch
data as her budget allows about prior parolees, such as their ages,
sexes, educations, rearrests, and subsequent convictions. Notably,
the data will not include which prior parolees reoffended since
not all reoffenders will get caught and false convictions do occur.
While this could be called “proxying”, and raises concerns about
fairness [e.g., 20], it is not the sort of proxying that concerns this
paper. Thus, I will just assume that she uses whether the parolee
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was reconvicted within five years and that everyone agrees that it
is reasonable to predict this instead of reoffense.

To use ML nomenclature, the decisionmaker’s goal is to classify
prisoners into those who will be reconvicted and those who will not.
Each prior parolee comes labeled with whether or not they have
been reconvicted. Each of them also comes with a list of values for
their features, all the other recorded attributes that may be useful
in predicting reconvictions. To be so useful, it must be possible to
determine the values of these features before the parole decision is
made, unlike the class label, which is only available five years later.

Mathematically, I can represent the class as a random variable Y
over the set prisoners. A vector ®X of random variables can represent
the features. The data about prior parolees is a set of pairs ⟨®xi ,yi ⟩
that record the values of ®X andY for each prior parolee i . A machine
learning algorithm a consumes this set as training data. It attempts
to find patterns in it that allows it to predict a potential parolee’s
class from their features. The algorithm produces a modelm that
acts as a classifier. The modelm takes the features ®X of a prisoner
and predicts whether they will be reconvicted within five years. I
will assume that this prediction comes as just a binary yes or no,
but it could come with a confidence score or other information. I
represent this prediction as Ŷ . The random variable Ŷ estimates Y .
The goal of the algorithm a is to select anm such that its prediction
Ŷ for each prisoner is equal to the prisoner’s actual class Y . Ideally,
Pr[Ŷ = Y ] = 1.

LetT be a sensitive attribute that should not be used by themodel
to make predictions, such as the prisoner’s race. In an employment
setting, it might be an applicant’s sex. In a health insurance setting,
it might be a pre-existing condition. T should not be in ®X , which
could be checked by examining what data is collected and used.
(Under a more complex form of ML, disparate learning processes,
the algorithm a gets not just the features ®X and labels Y , but also a
second set of features that the learned modelm does not get to use
when making predictions, with the idea that it may be acceptable
to train on the sensitive attribute T even if it is unacceptable to
classify with it [e.g., 35]. I set this aside.)

The intuition behind proxy discrimination is that one or more
features in ®X might be used to recreate T . For example, a prison’s
pre-incarceration zip code could be used as a proxy P that targets
the protected attribute of race T .

Many of notions of proxy (discrimination) depend upon causal
reasoning about interventions, which I must distinguish from prob-
abilistic conditioning. For example, I use Pr[Y=0 | Ŷ=0] to denote
the conditional probability that Y takes on the value 0 (not recon-
victed within five years) given that Ŷ is equal to 0. This probability is
a measure of the accuracy ofm, looking at how often prisoners who
are predicted to not be reconvicted, and therefore are released, are
to actually not be reconvicted. I use Pr[Y=0 | do(Ŷ=0)] to instead
denote the probability that Y takes on the value 0 if I artificially
intervene upon the behavior ofm to assign them all to have Ŷ set
to 0. This probability is no longer measuring the accuracy ofm, or
even using m since m is replaced by a constant function always
reporting the value 0. It is instead looking at what would happen if I
ran an experiment and released everyone. It would be very difficult
to calculate this probability without running such an experiment,
but if I could approximate it with a causal model of criminality, it

would be useful for understanding prison reforms and as a baseline
to compare the accuracy ofm to.

Much easier would be computing Pr[Ŷ=y | do( ®X=®x)], which is
the probability ofm producing the output y given that all its inputs
are ®x . I could runm numerous times on the inputs ®x to approximate
this probability or analyze the internals ofm to determine it. Since ®X
are all the inputs tom, this is a special case where conditioning and
causal interventions collapse and Pr[Ŷ=y | do( ®X=®x)] = Pr[Ŷ=y |
®X=®x] [40, Property 1, p. 24]. If I instead intervene upon or condition
upon anything less than all ofm’s inputs, this property will not
necessarily hold. For example, in general, Pr[Ŷ=y | do(P=p)] ,
Pr[Ŷ=y | P=p]. Intuitively, this inequality is because conditioning
upon P provides some information about any of the other features
in ®X that are associated with P whereas intervening upon P breaks
these associations, cutting off this source of additional information.
Conditioning upon all the inputs makes this source of additional
information no longer helpful since the values of all the inputs are
already known.

Structural equation models (SEM) can make the above intuitions
precise [40]. For our purposes, it suffices to think of them as a series
of assignment statements over random variables. For example, an
SEM might include the assignment that Ŷ := m( ®X ). Unlike an
equality, this assignment is directional, saying that interventions
on the inputs of m can affect the output but not the other way
around. It is common to represent such assignments with arrows,
such as ®X → Ŷ to graphically represent how variables flow from
one to the next, similar to how I did so in Figure 1. The variables ®X
shown in the assignment or graphical model are called the parents
of Ŷ .

Note, however, that from just the assignment statement or the
graphical model, you cannot tell whether Ŷ ’s parents ®X have an
effect on the output Ŷ sincem could ignore its inputs ®X and be a
constant function. You have to also know the value ofm. Neverthe-
less, you can tell that, under the SEM, Ŷ does not directly depend
upon variables other than its parents. (The SEM could be wrong
about that.) Ŷ might indirectly depend upon its parents’ parents
and so forth. Any variable that has a directed path leading to Ŷ has
Ŷ as a causal descendant and might affect it.

5 CAPACITY
I consider three approaches to making the association-like relation-
ship found in the capacity element of proxy discrimination precise.
I find these approaches lead to a multiplicity of options, enough
that an auditor could go proxy fishing to accuse many features
of having the capacity to proxy for another even if they are not
very associated in general. On the one hand, these features often
can be used to discriminate, meaning I shouldn’t dismiss them as
unworthy of the title “proxy”. On the other hand, their ubiquity
suggests that auditors need to prioritize by either focusing on those
with the most capacity or those that have other elements of proxy
discrimination.

5.1 Dependence or Correlation
The simplest measure of P ’s capacity to target T is its statistical
association, dependence, or correlation with T . Some authors use
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“proxy” in a manner that suggests that any variable correlated with
a target is a proxy for it. For example, O’Neil appears to be using
“proxy” in such a manner when stating “[. . . ] OK, let’s not use race,
but should we use zip code, which of course is a proxy for race in
our segregated society?” [38]. Kirkpatrick also appears to proxy in
this sense [33, p. 16].

Despite its simplicity, there are many ways of measuring the
statistical dependence or correlation between P andT . For example,
if they are both continuous, then the Pearson product-moment
correlation coefficient would be standard, unless there’s outliers,
which calls for the Spearman rank correlation coefficient [30, p. 157].
More importantly, the size of the correlation between P and T
depends upon the population it is computed over. Suppose the
correlation between a possible proxy P and a target T is absent in
theworld, strong in the U.S., absent in Georgia, but strong in Atlanta.
Suppose that a classifier for aiding hiring decisions uses P and is
marketed to the whole world, but is really only used in the U.S.,
particularly in Georgia, where it is most popular in Atlanta. Does
P have enough capacity to count as a proxy? While prior work has
examined enforcing other fairness conditions on numerous subsets
of a population [14, 15, 25, 28, 29, 47], it is unclear whether these
methods can sensibly apply to this notion of proxy discrimination
without leading to an explosion in the number of proxies. Perhaps,
we should speak of proxies for populations, but then wemust decide
which populations matter.

Furthermore, since the classifier also uses the features ®X ′ in ®X
other than P , we may wish to consider the dependence or correla-
tion between P and T conditional on ®X ′. This is similar to looking
at subpopulations picked out by the covarients ®X ′. If, as is com-
monly the case with machine learning, ®X ′ is rich, then it will pick
out so many subpopulations that some may have a dependence
between P and T by luck alone. We can avoid this issue by looking
at measures of P and T ’s correlation within a statistical model that
operates across all of these subpopulations, as done in multiple
linear regression, but this introduces another degree of freedom
over the statistical model choice.

Changing the feature set ®X ′ can change whether P has a capacity
to targetT . For example, if Y := T and P := T xorX1, then P has the
capacity to targetT if and only if the model can determine the value
of X1, by X1 being included in ®X or inferred from it. As a more
realistic example, the language used at home becomes much more
strongly associated with being an immigrant after conditioning
upon the country in which the home is located. One could define
“proxy” so that language is a proxy for immigration on its own,
or so that it is not but that language is a proxy for immigration
given country or that language and country are jointly a proxy for
immigration.

Relatedly, a proxy may have capacity in general but not with
respect to the specific ML algorithm used. For example, suppose
that Y := T and T := X1 ∗ X2 with ®X = ⟨X1,X2⟩, where X1 and X2
are over the integers. The proxy P := X1 ∗X2 is perfectly correlated
with T , suggesting that X1 and X2 jointly have high capacity. How-
ever, if the actual algorithm used is restricted to considering linear
expressions over ®X , it would struggle to find a capable proxy for
T since it could not express this non-linear relationship. While in
general more powerful algorithms will be more capable of finding

and using proxies, it is not always the case that a more powerful
algorithm is more likely to use any given variable as a proxy. Con-
sider extending the above example so that ®X = ⟨X1,X2,X3⟩ where
X3 := X1 ∗ X2 + Noise. A linear algorithm may use X3 as a noisy
proxy for T whereas a quadratic one could construct and use the
more exact proxy P := X1 ∗ X2.

Also, we often do not have access to data about the whole popu-
lation of interest, but rather just samples from it. A sample could
be biased, either introducing or eliding dependencies found in the
whole population. The sample used by the machine learning algo-
rithm to train the model might have different dependencies than a
sample used to audit the model. Such differences can lead to dis-
putes over whether a supposed proxy is real or merely an artifact
of one’s sample.

Relatedly, we may wish to prohibit the use of variables mistak-
enly believed to be correlated with sensitive attributes since “irra-
tional proxy discrimination, based upon inaccurate stereotypes or
generalizations, is morally troublesome because it imposes unnec-
essary social costs” [1]. In this case, we can calculate the correlation
using Bayesian probabilities modeling what someone believes in-
stead of frequentist probabilities modeling a real population, but
this means that bigots get to think proxies into existence, and audi-
tors may imagine even more into a status of possibly exists.

Regardless of how these choices are resolved, a notion of proxy
defined solely in terms of correlations is very general in that many
variables will have at least some weak correlation with sensitive
targets, such as race. O’Neil is aware of this, going on to say “And
so once they acknowledge that zip code is just as good as race, then
you’re like, OK, so how do we choose our attributes? Because there
are so many proxies to race” [38]. Thus, we should not dismiss
this notion of proxy as being unused simply because it will hold
between almost any two interesting random variables.

We could attempt to pare such proxies back by requiring the
association to be of a certain size. However, this still seems to be a
weak notion of proxy. Suppose that the supposed target T is race,
the supposed proxy P is the result of genetic test for the sickle
hemoglobin (HbS) allele, and the predicted class Y is whether the
person will get sickle cell anemia. Given the association between
race and the HbS allele, P will be a proxy for race. However, given
the clear use of P in determining Y , it seems odd to declare P a
proxy for race, which has less to do with Y or P than either have to
do with the other. It seems even odder to conclude that this could be
proxy discrimination, regardless of the strength of the association
between P and T .

Kraemer et al. instead define proxy to require that T is more
strongly associated with Y than P is associated with Y [34], a def-
inition examined as a nondiscrimination property by Skeem and
Lowenkamp [46]. This definition will avoid the aforementioned
issue, at least for alleles that are more strongly associated with a
genetic condition than with race.

5.2 Two-Side Correlation
Datta et al. use a special form of correlation for defining proxy
discrimination [10] (and use privacy [9]). Their definition of per-
fect proxy [10, Def. 2], in our notion and giving their notion of
proxy its own name, follows: A variable P is a proxy by (perfect)
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two-sided correlation for a variable T if and only if there exist func-
tions f : P → T and д : T → P, such that Pr[T=f (P)] = 1 and
Pr[д(T )=P] = 1. They later present a relaxed, quantitative form of
proxy [10, Def. 7].

Even in its quantitatively relaxed form, the two-sided nature of
this definition adopts a stricter view of proxy, one in which the
target and proxymust each predict the other. For example, assuming
sex-segregated locker rooms, the locker room used is a two-sided
correlation proxy P for the target T of sex. Similarly, the locker L
used reveals the user’s locker room and, thus, sex. However, L is
not very predictable from sex T since each locker room has many
lockers. The used locker L not being a two-sided correlation proxy
for the target of sex may seem counterintuitive since the point
of proxies is to predict the target, not the other way around. In
Datta et al.’s view (personal communication), it is more precise to
say that the variable L can yield a proxy by using it to compute the
locker room used, which is a proxy for T .

Despite being more strict, this notion is similar to the associative
notion above. It also depends upon what population is used and can
be made into a form conditional upon the other features ®X ′. It also
remains fairly broad. Note that above example shows that, under
this notion, the locker room used is a proxy for sex even when
the classification task is predicting which building exit a gym user
would like to be picked up at. As with the example involving sickle
cell anaemia, the connection between the putative proxy P and the
predicted class Y is much stronger than putative target T , making
it odd to see proxy discrimination here. (That the sex segregation
may be transphobic is a different problem.)

5.3 Causal Descendants
Kilbertus et al. define a proxy to be “nothing more than a descendant
of [the target T ] in the causal graph that we choose to label as a
proxy” [31, p. 4]. This differs from the aforementioned notions of
proxy by looking at a causal relationship instead of at an associative
one and by allowing for choice in which of them are so labeled.
Ignoring this normative choice in labeling, this notion of proxy is
similar to their notion of potential proxy discrimination, which I
discuss in Section 6. Both notions are weak since they only require
that being a causal descendant merely means that causation hasn’t
been ruled out, not that it exists (§4, last paragraph).

The intuitions that Kilbertus et al. have leading them to believe
that a proxy P should be a descendant of its target T seem to be
at odds with the intuitions of others that a proxy’s capacity is
determined by its ability to predict T . For example, consider the
target T of will not have expensive healthcare costs, used by an
employer. A reasonable proxy P could be willing to gather carts, as
used by Walmart [22]. However, neither causes the other, with both
having the common cause of being in good health.

6 PROXY USE
While capacity provides a minimal conception of a proxy, the model
using such a proxy provides a minimal conception of proxy discrim-
ination. I found four different ways of making proxy use precise,
each employing a different notion of causation (Table 2).

Each of them might be too sensitive for practical use. Some ML
algorithms will use any feature with even a small association with

Y conditional upon other features. Ensemble methods may use
multiple training data samples or multiple sets of other features
while looking for associations, providing multiple chances to accuse
a single potential proxy and leading to something similar to the
proxy fishing discussed in Section 5.1. For such algorithms, a low-
level use may occur for all the available features. An auditor may
need to prioritize examining them by the size of the use, which
could be measured with any of the ways of measuring effect sizes
or the influence of features in models [e.g., 11].

6.1 Influence
Datta et al. define influence for a deterministic modelm. [10, Def. 3].
We can represent such a model as a function from the features ®X
that it uses to reach its prediction Ŷ , that is, Ŷ :=m(X1,X2, . . . ,Xn )
where ⟨X1,X2, . . . ,Xn⟩ = ®X are the features used as arguments to
the model viewed as a function. Let the ith feature Xi be the proxy
P . They say that P has influence on Ŷ if and only if there exists
values x j for X j for all j , i and a pair of values pi and p′i for P
such that

m(x1,x2, . . . ,xi−1,p,xi+1, . . . ,xn )
,m(x1,x2, . . . ,xi−1,p′,xi+1, . . . ,xn ) (1)

This definition can be generalized to randomized models in two
different ways. The first makes the source of randomness explicit
as a random variable R and treats it as another input tom that is
independent from the others. The comparison (1) would hold the
value of R constant on both sides of the inequality, just like any
input other than P , which effectively removes the randomization.
This generalization is related to the negation of deterministic causal
irrelevance [21, Def. 13], a standard notion found in research on
causal modeling.

The second generalization compares the distributions of out-
puts that m randomly produces. To make this characterization
precise, let ®X ′ be the features ®X other than Xi = P . Our compar-
ison now checks whether there exists ŷ, ®x ′, p, and p′ such that
Pr[Ŷ=ŷ | P=p, ®X ′=®x ′] , Pr[Ŷ=ŷ | P=p′, ®X ′=®x ′], where the prob-
abilities are over the randomization internally used by m. Since
all the inputs are conditioned upon, there’s no other sources of
randomization, and it is equivalent to checking whether Pr[Ŷ=ŷ |
do(P=p, ®X ′=®x ′)] , Pr[Ŷ=ŷ | do(P=p′, ®X ′=®x ′)] [40, Property 1,
p. 24]. This generalization is related to the negation of probabilis-
tic causal irrelevance [21, Def. 7], to the controlled direct effect [39,
p. 133], and to probabilistic interference [49, Def. 2], a property used
in computer security research.

This probabilistic notion of influence implies the deterministic
notion, but not the other way around. For example, suppose the
output ofm is equal to P xorR where both variables are binary and
R is uniformly random. That R could be either 0 or 1 would hide
the value of P and produce identical uniformly random distribu-
tions for the probabilistic version, but would show influence for
the deterministic version since it compares the outputs under one
fixed resolution of the randomness of R at a time. Intuitively, prob-
abilistic influence does not occur if the only effect of P is to switch
which individuals within a group of identical looking (as far as ®X
is concerned) individuals get which classification without chang-
ing how common each classification is for that group, suggesting
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Table 2: Summary of notions of proxy use. “Gen.” stands for “generalization”.

Our name From Holds when For any

Potential use [31, Def. 2] m gets p or a causal descendant of p as input
Deterministic influence use Gen. of [10, Def. 3] m(®x ′,p)(r ) ,m(®x ′,p′)(r ) ®x , r ,p,p′
Probabilistic influence use Gen. of [10, Def. 3] Pr[Ŷ=ŷ | do(P=p, ®X ′=®x ′)] , Pr[Ŷ=ŷ | do(P=p′, ®X ′=®x ′)] ŷ, ®x ′,p,p′
Total effect use [31, Def. 3] Pr[Ŷ=ŷ | do(P=p)] , Pr[Ŷ=ŷ | do(P=p′)] ŷ,p,p′

that it aligns more with group fairness whereas the deterministic
version aligns more with individual fairness. (This is somewhat
related to the difference between Individual Treatment Effects and
Conditional Average Treatment Effects [52].)

6.2 Total Effects
Since influence does not always imply correlation, we might wish
to demand that P and Ŷ be correlated before concluding that m
uses P to determine Ŷ in a meaningful sense. For example, suppose
that Ŷ =m(P ,X1) = P + X1. Comparingm(0, 0) = 0 tom(1, 0) = 1
shows that Ŷ is caused by P under m, for causation defined in
terms of either form of influence. However, suppose that in the
population on whichm is to be used, P has the effect of setting the
value of X1 to −P . Then, P and X1 cancel out in the computation
of Ŷ , and P will not be correlated to Ŷ in that population. Viewing
such canceling out as absolving, Kilbertus et al. [31, Def. 3] look at
whether Pr[Ŷ=ŷ | do(P=p)] , Pr[Ŷ=ŷ | do(P=p′)]. This definition
of proxy use is related to the total effect of P on Ŷ [39, p. 132]. By
not fixing the values of the other features ®X ′, it allows those of
them that depend upon P to vary with it, allowing such canceling
out.

This notion is neither broader nor more narrow than the influ-
ence notions. We already saw a case where it does not hold despite
there being influence. For an example in the opposite direction,
consider a case wherem(P ,X1) := X1 and X1 := P . By overwriting
the value of X1 with a causal intervention, the influence definitions
hidem’s indirect use of P . Total effects differ by looking at not just
what happens withinm but also before it as features may affect one
another.

6.3 Causal Descendants
Kilbertus et al. also consider a very broad notion of use. They con-
sider it “potential proxy discrimination” if Ŷ is a causal descendant
of P in a graphical model [31, Def. 2]. Recall (§4, last paragraph),
that this does not imply that changing P will result in a change in
Ŷ . Rather, it asks whether P or a descendant of P is provided as
an input tom. For simplicity, I have been treating P as an input
to m, nothing much changes if we allow considering the causes
of inputs to potentially be proxies as well, as Kilbertus et al. do.
(This is another difference with Datta et al. who instead considers
proxies constructed withinm from multiple inputs [10, Def. 4]. I
focus on just the inputs ofm to focus on P ’s relationships to other
variables and not where it resides.)

7 TARGET UNUSED
The third element of proxy discrimination that I consider is whether
themodelm uses the supposed targetT . Many discussions of proxies
start with the presupposition that the target is unused [e.g., 38],
making this at least an implicit pre-condition for any feature to be
a proxy ofT . I do not view this element as strictly required for P to
be a proxy for T since some discussions of proxies do not mention
whether T is used [e.g., 33, p. 16]. Furthermore, as mentioned in
Section 2, a model can simultaneously use T and use P because it
is correlate with T , which sounds like a reasonably strong case for
proxy discrimination. We can make using the target precise with
the notions of use discussed above.

8 BOTTOM LINE IMPACT
Since P having the capacity to targetT is a low bar to declare proxy
discrimination, even if P is used and T unused, we need additional
elements that focus our attention on the most problematic cases.
Requiring a bottom line impact is one such restriction. A bottom
line impact indicates that the proxy discrimination was successful
in the sense of there being an association between Ŷ and T .

To further motivate looking at the bottom line impact, note that
proxies can be related to disparate impact by viewing the target T
as a protected attribute (e.g., race), the estimate Ŷ as some outcome
(e.g., getting fired or not hired), the modelm as how the company
decides who gets which outcomes, and the proxy P as a feature
used bym to reach such decisions, where the use of P bym would
be the business practice. When P is sufficiently associated with
T , the use of P by m to determine Ŷ would, prima facie, have a
disparate impact upon the protected group identified T , provided
the correlation is in the adverse direction. (Additional conditions
must hold to win a disparate impact case, such as there not being a
business necessity to use P [e.g., 5].)

The U.S. Equal Employment Opportunity Commission (EEOC),
as a matter of policy, maintains that it will only bring cases when a
disparate impact also appears in the bottom line comparison of Ŷ
to T [16, 17]. (See Fig. 1(d). The EEOC’s policy is not binding upon
individual private plaintiffs who can show prima facie disparate
impact without showing bottom line impact [8, 51].) Since Ŷ might
depend upon factors other than P , this extra third condition on
top of use and capacity is not trivial and allows the EEOC to focus
on cases where the targeted group suffers an adverse outcome
disproportionately. Similarly, one might wish to focus on just the
proxies P whose target T is correlated with the estimate Ŷ .
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9 CONSEQUENTIAL
One might wish to further focus on cases where there’s not just
a bottom line impact but the proxy use induces it. In this case,
the proxy use is particularly consequential, the first second-order
element of proxy discrimination that I will detail. I can make this
intuition more precise with any of the causal notions discussed in
Section 6. Below, we will take a closer look at total effects. We will
also look at using intentions to make this inducement more precise.

9.1 Total Effects
We could look at the total effect of using P on the correlation
between T and Ŷ . The meaning of an use having an effect on a
correlation can be intuitively explained in terms of an experiment.
Whereas experiments typically work with a sample of individuals
(e.g., humans or mice), our experiment will be second order in the
sense of working with a sample of data sets of individuals. The
experiment randomly assigns each data set, as a whole, to either an
experimental or a control condition. For each data set j in the control
group, an estimator Ŷj over individuals is computed for the data set
j, producing a classified data set. Each classified data set resulting
from classifying the control group is checked for a correlation
between Ŷj andT . For each data set j in the experimental group, an
estimator Ŷj is computed that also operates over each individual in
the data set but with the value of P eliminated, producing a data set
classified in a modified manner, which is checked for a correlation
between Ŷj and T . If the number of correlations is statistically
significantly lower for the experiential group than the control group,
then the proxy use causes correlations.

Just as there’s more than one way to administer a drug during
a clinical trial, there’s more than one way to eliminate P from the
data provided to the model to produce the estimations Ŷj in the
experimental group. The most obvious is to delete the value of P
from each data point, but this may force the model into an error
condition if it depends upon a value being available. In some cases,
the model might work properly if the value of P is instead replaced
by a null value meaning that the value is missing. If not, then the
value for each individual could be replaced by the average value
of P over all individuals. Each of these methods lead to different
operationalizations of using P and could lead to different results.

Note that the above experiment does not retrain the modelm
producing the Ŷj for the experiential group. This is because we
focused onwhether a fixedmodelm’s use of P caused an association.
If we were instead interested in whether the ML algorithm a’s use
of P to create a model caused the association, we would instead
retrain the model for each data set, with the value of P removed for
those in the experimental group.

9.2 Intentional
We could instead ask whether the intention behind the use of the
proxy is to produce a bottom line impact. Hellman appears to have
such intentions in mind when defining “proxy discrimination” as
involving selecting one group “in order to reach another group” [26,
pp. 317–8, emphasis in original]. While her work only touches on
proxies in an informal manner, it appears that Lipton et al. also had
such intentions in mind [36, pp. 2& 9].

The intention could be held by the decisionmaker, ML algorithm,
and/or model. While the first comes to mind most readily, there
is no philosophical bar to ascribing intentions to non-living ac-
tors [12] and recent research has examined assigning intentions
to algorithms [3, 4]. Numerous formalisms exist for capturing in-
tentions and related concepts that could be used in the place of
intentions, such as desires or purposes [e.g., 7, 45, 50].

This alternative version of inducement is neither broader nor
narrower than a causal version: it’s possible that the decisionmaker
intends to have a bottom line impact but fails to cause one, and
it’s possible that using the proxy accidentally caused a bottom line
impact. Given that authors distinguish between intentional and
unintentional proxy discrimination, intent seems be viewed as an
aggravating factor, not a requirement, for proxy discrimination [e.g.,
5, p. 675; 33, p. 16].

Such intentions have to do not with the relationship between
P and T themselves, but rather with why P is used by the model.
Thus, this concept bleeds into the causes of the proxy use, which I
cover in the next two sections.

10 CAPACITY INDUCED PROXY USE
The next relationship I consider is whether the proxy P ’s capacity
to target T induced the proxy’s use, which I take to mean that
the proxy is acting as a proxy. Prince and Schwarcz define proxy
discrimination in terms of the proxy’s capacity being the reason
that the proxy is useful to the decisionmaker [44, pp. 1261& 1270].
If we take usefulness to be the reason that the model uses the proxy,
we can view their definition as an instance of capacity induced
proxy use where the inducement is an indirect form of causation
flowing from the capacity to the usefulness to the use.

We can make this flow more precise by examining how use-
fulness can lead to use. Prince and Schwarcz identify two ways.
In the first way, the decisionmaker, upon finding P ’s capacity to
target T , forces the model m to use P by either hand crafting m
or selecting an ML algorithm that will havem use P regardless of
whether doing so furthers the algorithm’s central goal of accurately
estimating Y . This is what Prince and Schwarcz call “intentional
proxy discrimination”, which they consider to be a form of dis-
parate treatment [44, p. 1269]. Since standard ML algorithms focus
only on selecting features that predict Y , if P does not do so, then
achieving such intentional proxy discrimination with ML requires
a nonstandard algorithm, at least if the proxy use being induced is
to be meaningfully large and reliable (recall the second paragraph
of §6).

In the second way, the decisionmaker uses a standard ML algo-
rithm that decides to havem use P because it increases its accu-
racy, “making discrimination ‘rational’ ” [44, p. 1262]. Prince and
Schwarcz call this way “unintentional proxy discrimination”, which
they consider to be a form of disparate impact [44, p. 1272]. They
discuss various manners in which the association between P and T
can cause an association between P and Y , which causes a standard
ML algorithm to use P [44, pp. 1277–81]. Intuitively, these all boil
down to T fully mediating the association between P and Y so that
conditioning upon T would remove the association between P and
Y , but conditioning on P would not remove it from between T and
Y [44, p. 1262]. From this perspective, the associations between
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P and T and between T and Y are more fundamental than that
between P and T , which can be taken to mean that the first two
induce the third. This provides an observational test for capacity
induced use.

A more experimental approach comes to mind if one wishes to
use a more causal form of inducement. An auditor could provide the
ML algorithm with various data sets, some where P has a capacity
to proxy T and some lacking this capacity. If the models produced
from data with the capacity uses P and those produced without it
do not, then, intuitively, the capacity causes the use. Recall that
standard ML algorithms will check whether P is associated with
Y , meaning that the experiment’s results will largely depend upon
whether breaking the association between P and T also breaks it
between P and Y . We would expect this to happen if we are in a
setting whereT mediates the association between P andY , showing
a link between this experimental test and the observational tests
discussed above.

A shortcoming of this approach is that it fails to check for
whether the decisionmaker selected the algorithm to exploit the
capacity, making it more appropriate for testing for unintentional
proxy discrimination than intentional proxy discrimination. An-
other challenge is that how the capacity is removed can determine
whether or not such an experiment will find causation, but there
is no obvious canonical way to eliminate a capacity to proxy from
data sets. In fact, as discussed in Section 5.1, there’s many different
ways of measuring the capacity even when limiting ourselves to
correlation-like capacities. Further work is needed to make this
second-order notion of causation precise, providing a mathematical
definition of when a proxy’s capacity causes its use.

11 PROXY SUBSTITUTING FOR TARGET
I say that a proxy is substituting for the target if the model’s lack of
using the target T induces it to use the proxy P . An obvious reason
for such substitution is that the model wants to use T and upon
being denied access to it uses P due its correlation with T , that
is, capacity induced use. In such cases, substitution and capacity
induced use work hand in hand as the lack of usingT and its corre-
lation with P jointly cause P ’s use. One approach to understanding
such substitution is the study of omitted variable bias, covered in
more detail below.

It’s also possible to have substitution without capacity induce-
ment and capacity inducement without substitution, as shown in
the examples of Section 2. Indeed, ML algorithms can react arbi-
trarily to the presence or absence of the target T . We can study
such reactions using second-order experiments similar to those dis-
cussed in Section 6.2, but where we look for whether a lack of use
causes a different use, instead of whether a use causes a correlation.
I leave making this mathematically precise to future work.

11.1 Omitted Variable Bias
Going back to at least an FTC report [18, p. 61], a series of papers
has viewed proxies in terms of omitted variable bias [18, 37, 43].
The basic idea is that if T is associated with Y but not in the set of
features ®X , then the ML algorithm might construct a proxy P of T
for the model to use to recreate the usefulness of T in predicting Y .
Under this view, to measure the degree to which P proxies forT , an

auditor compares how models constructed by the algorithm with
and without access toT differ in their use of P . For each model, the
auditor computes some measure of howmuch the model uses P . For
example, Morris et al. used the size of P ’s coefficients in the model
mw/T with access to T and in the model mw/oT without access
to T [37]. Then, the auditor checks whether these usage measures
are close in value. If so, then not letting the algorithm use T in
the modelmw/oT has little effect on the model’s usage of P , and
the modelmw/oT uses P for reasons other than proxying for T . If
the usage of P deceases from the modelmw/oT without T to the
modelmw/T with T , then the algorithm has shown a preference
for models to use T over P , letting the auditor conclude that the
use P is proxy for T inmw/oT .

This notion of proxy has some limitations. The notion assumes
that the algorithm will switch to using T and away from using P
only whenT is more closely related than P is to the true class labels
Y . This assumption is reasonable since the feature with the tighter
connection to Y will typically be strictly more useful for predicting
it. However, the assumption can be violated either byML algorithms
that attempt to use multiple features simultaneously or whenT and
P are equally accurate for Y . For example, if Y := X1 := X2, then,
despite X1 being closer to Y in the chain of causation, X1 and X2
are equally useful for predicting Y . Suchmulticollinearity can cause
ridge regression to assign the coefficient of 0.5 to both X1 and X2
when offered both features and no others. When run on just one
of them, the regression will assign the coefficient of 1 to it. Thus,
depending upon whether the auditor starts with X1 and checks
whether it is a proxy for X2 or the other way around, the auditor
will either find that X1 is a proxy for X2 or that X2 is a proxy for X1.
Domain knowledge is required to decide which is the case. Worse,
under lasso regression the coefficients will be highly unstable with
the regression possibly assigning a coefficient of 0 to either of them
when offered both.

12 WHEN ANDWHY IS PROXY
DISCRIMINATIONWRONG OR ILLEGAL?

There is general agreement that the intentional use of proxies to
harm protected groups out of animus is wrong, and often illegal [e.g.,
2, p. 456]. The difficult case is unintentionally, or even unknowingly,
using a proxy to achieve some acceptable ends.

The natural starting point for such proxy use is disparate impact,
a form of illegal employment discrimination where a business prac-
tice adversely affects a protected group to a disproportionate degree.
It is legal if the practice is a business necessity, a concept that has
become watered down to include almost anything that furthers a
business’s goals [e.g., 23]. Some authors consider proxy discrimina-
tion to be a particularly concerning form of disparate impact [e.g.,
5, 44]. Using machine learnt models, which often use proxies, ap-
pears to be such a business necessity, allowing those using proxies
to largely avoid liability under disparate impact [5, p. 709; 32, p. 866;
44, p. 1305]. Westreich and Grimmelmann would not let employers
off so easily and suggest that the burden of showing a business
necessity should require that the employer can explain why its
model is not merely using some factors as a proxy for race [53].
If they fail, then they should be assumed to be effectively using a
protected attribute, which is illegal, they argue.
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Authors present numerous other arguments for why such proxy
discriminatory is, is not, or might be wrong. Both Prince and
Schwarcz [44, p. 1283] and Feldman et al. [19, p. 6] point out that
proxy discrimination can lead to the exact same outcomes as an
anti-discrimination provision was intended to prevent, which sug-
gests a focus on the bottom line impact and whether the proxy use
was consequential. These arguments seem to view proxy discrimi-
nation as an example of why disparate impact must be reformed,
rather than as a form of discrimination that warrants separate at-
tention. With more focus on process than outcomes, Westreich &
Grimmelmann [53, p. 176] and Morris et al. [37, p. 7, fn. 7] say that
employers should not be allowed to do indirectly what is prohibited
to do directly and view proxy use as indirectly using a prohibited at-
tribute, which suggests more focus on whether the proxy’s capacity
induced the use.

Alexander and Cole see a subtle difference in the moral conse-
quences of proxy discrimination, making it not merely achieving
indirectly what cannot be done directly [2]. They believe that “ra-
tional” discrimination is illegal to catch the irrational sort and to
prevent the reinforcement of negative attitudes that come from the
“overt use” of a sensitive attribute [2, p. 457, emphasis in original].
They point out that proxy discrimination is often rational (e.g., the
unintentional sort; see §10) and too covert to reinforce negative
attitudes. While they emphasize that such covert proxy discrim-
ination is unstable – it’s only a matter of time before someone
realizes what has happened – they hesitate to condemn it while
it exists [2, p. 462]. Furthermore, they leave open the possibility
that such proxy use might remain acceptable after its discovery [2,
p. 463]. (Cf. Westreich and Grimmelmann who may object that
this discourages employers from understanding their models [53,
p. 176].) Alexander and Cole’s views suggest that auditors should fo-
cus on finding what Prince and Schwarcz called “intentional proxy
discrimination” (§10).

13 CONCLUSION
I find proxy discrimination to be characterized by numerous rela-
tionships between variables and between relationships, without
any subset of them being clearly necessary and sufficient (§2). My
examination of normative justifications for concern over proxy
discrimination yields varying suggestions for which relationships
to focus on (§12). Furthermore, each of these relationships can
be made precise in numerous manners (§§5–11, esp. §5), with no
clearly canonical ones.

In general, I believe it becomes increasingly justified to invoke
proxy discrimination as the importance and sensitivity of the at-
tributes Y , Ŷ , and T increases, as the number of elemental relation-
ships shown (Tbl. 1) that hold increases, and as the senses in which
these relationships hold become stronger. However, I do not find
any firm cutoffs and am not in the position to impose them. Since
many of these requirements will often unintentionally be met, at
least weakly, it may be difficult to avoid using features that are not
at least weakly proxies.

While there may be some uses for detecting or suppressing
well-crafted subsets of the most concerning forms of proxy dis-
crimination, as they will also be particularly concerning cases of
impact disparity, research attempting to precisely define, catch, and

eliminate proxy discrimination per se might be misusing the con-
cept. Such research will have to either adopt an artificially narrow
conception of proxy discrimination, which would be better called
something else, or disallow almost all classification. I don’t believe
this to be a flaw with the concept of proxy discrimination since it
largely arose as a lament about how unavoidable impact dispari-
ties are under ML. Proxy discrimination remains a useful term for
invoking a cluster of concerns, perhaps an essentially contested
one, even if it’s not useful, on its own, for categorizing features or
models as those to be prohibited.

ACKNOWLEDGMENTS
I thank Anupam Datta, Piotr Mardziel, and Shayak Sen for dis-
cussions about their work. I thank Margarita Boyarskaya, Solon
Barocas, and Hanna Wallach for sharing their ongoing work with
me. I gratefully acknowledge funding support from the National
Science Foundation (Grant 1704985) and the Defense Advanced Re-
search Projects Agency (Grant FA8750-15-2-0277). The views and
conclusions contained herein are those of the author and should
not be interpreted as necessarily representing the official policies
or endorsements, either expressed or implied, of the Defense Ad-
vanced Research Projects Agency (DARPA), the Air Force Research
Laboratory, NSF, or the U.S. Government.

REFERENCES
[1] Larry Alexander. 1992. What Makes Wrongful Discrimination Wrong Biases,

Preferences, Stereotypes, and Proxies. University of Pennsylvania Law Review
141, 1 (1992), 149.

[2] Larry Alexander and Kevin Cole. 1997. Discrimination by Proxy. Constitutional
Commentary 14, 602 (1997), 453–463.

[3] Hal Ashton. 2020. Definitions of Intent for AI Derived from Common Law. In
14th International Workshop on Juris-informatics (JURISIN 2020). Available as
EasyChair Preprint no. 4422.

[4] Hal Ashton. 2021. Definitions of Intent Suitable for Algorithms. ArXiv 2106.04235
(2021). https://doi.org/10.48550/ARXIV.2106.04235

[5] Solon Barocas and Andrew Selbst. 2016. Big Data’s Disparate Impact. California
Law Review 104 (2016), 671.

[6] Margarita Boyarskaya, Solon Barocas, and Hanna Wallach. 2022. What
Is a Proxy and Why Is It a Problem? Unpublished manuscript shared
with the author. For descriptions of preliminary versions see https://
sites.google.com/view/icml-law-and-ml-2020/abstract-m-boyarskaya, https://
facctconference.org/2022/acceptedtuts.html#proxy, and https://www.youtube.
com/watch?v=bJBpzV-GTWQ.

[7] Michael E. Bratman. 1987. Intention, Plans, and Practical Reason. Harvard Univer-
sity Press.

[8] William Joseph Brennan Jr. 1982. Connecticut v. Teal. Opinion of the United
States Supreme Court, 457 U.S. 440.

[9] A. Datta, M. Fredrikson, G. Ko, P. Mardziel, and S. Sen. 2007. Use Privacy in
Data-Driven Systems. In Proceedings of 24th ACM Conference on Computer and
Communications Security, October 2017.

[10] Anupam Datta, Matt Fredrikson, Gihyuk Ko, Piotr Mardziel, and Shayak Sen.
2017. Proxy Non-Discrimination in Data-Driven Systems. ArXiv 1707.08120
(2017). https://doi.org/10.48550/ARXIV.1707.08120

[11] Anupam Datta, Shayak Sen, and Yair Zick. 2016. Algorithmic Transparency via
Quantitative Input Influence: Theory and Experiments with Learning Systems.
In IEEE Symposium on Security and Privacy (SP). 598–617. https://doi.org/10.
1109/SP.2016.42

[12] Daniel C. Dennett. 1987. The Intentional Stance. MIT Press/A Bradford Book.
[13] Cynthia Dwork, Moritz Hardt, Toniann Pitassi, Omer Reingold, and Richard

Zemel. 2012. Fairness Through Awareness. In Proceedings of the 3rd Innovations
in Theoretical Computer Science Conference (Cambridge, Massachusetts). ACM,
214–226. https://doi.org/10.1145/2090236.2090255

[14] Cynthia Dwork and Christina Ilvento. 2018. Fairness Under Composition. In
5th Workshop on Fairness, Accountability, and Transparency in Machine Learning
(FAT/ML). https://doi.org/10.4230/LIPICS.ITCS.2019.33

[15] Cynthia Dwork and Christina Ilvento. 2018. Fairness Under Composition. ArXiv
1806.06122 (2018). https://doi.org/10.48550/arXiv.1806.06122

https://doi.org/10.48550/ARXIV.2106.04235
https://sites.google.com/view/icml-law-and-ml-2020/abstract-m-boyarskaya
https://sites.google.com/view/icml-law-and-ml-2020/abstract-m-boyarskaya
https://facctconference.org/2022/acceptedtuts.html#proxy
https://facctconference.org/2022/acceptedtuts.html#proxy
https://www.youtube.com/watch?v=bJBpzV-GTWQ
https://www.youtube.com/watch?v=bJBpzV-GTWQ
https://doi.org/10.48550/ARXIV.1707.08120
https://doi.org/10.1109/SP.2016.42
https://doi.org/10.1109/SP.2016.42
https://doi.org/10.1145/2090236.2090255
https://doi.org/10.4230/LIPICS.ITCS.2019.33
https://doi.org/10.48550/arXiv.1806.06122


What is Proxy Discrimination? FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea

[16] Equal Employment Opportunity Commission. 1978. Information on Impact. Code
of Federal Regulations, Title 29, §1607.4(C). Cited as 29 CFR §1607.4(C).

[17] Equal Employment Opportunity Commission. 1979. Questions and Answers
to Clarify and Provide a Common Interpretation of the Uniform Guidelines on
Employee Selection Procedures. Federal Register, Vol. 44, No. 43, Heading II,
Question 13.

[18] Federal Trade Commission. 2007. Credit-Based Insurance Scores: Impacts on Con-
sumers of Automobile Insurance: A Report to Congress by the Federal Trade Com-
mission. https://www.ftc.gov/reports/credit-based-insurance-scores-impacts-
consumers-automobile-insurance-report-congress-federal.

[19] Michael Feldman, Sorelle A. Friedler, John Moeller, Carlos Scheidegger, and
Suresh Venkatasubramanian. 2015. Certifying and Removing Disparate Impact.
In Proceedings of the 21th ACM SIGKDD International Conference on Knowledge
Discovery and Data Mining (Sydney, NSW, Australia). ACM, 259–268. https:
//doi.org/10.1145/2783258.2783311

[20] Sorelle A. Friedler, Carlos Scheidegger, and Suresh Venkatasubramanian. 2021.
The (Im)Possibility of Fairness: Different Value Systems Require Different Mech-
anisms for Fair Decision Making. Commun. ACM 64, 4 (2021), 136–143. https:
//doi.org/10.1145/3433949

[21] David Galles and Judea Pearl. 1997. Axioms of causal relevance. Artificial
Intelligence 97, 1 (1997), 9–43. https://doi.org/10.1016/S0004-3702(97)00047-7

[22] Steven Greenhouse and Michael Barbaro. 2005. Wal-Mart Memo Suggests Ways
to Cut Employee Benefit Costs. New York Times (2005), Section C, page 1. Oct. 26.

[23] Susan S. Grover. 1996. The Business Necessity Defense in Disparate Impact
Discrimination Cases. Georgia Law Review 30 (1996), 387–430.

[24] Moritz Hardt. 2014. How big data is unfair: Understanding sources of unfair-
ness in data driven decision making. Medium. Archived on Oct. 8, 2014,
as https://web.archive.org/web/20141008185829/https://medium.com/@mrtz/
how-big-data-is-unfair-9aa544d739de.

[25] Ursula Hebert-Johnson, Michael Kim, Omer Reingold, and Guy Rothblum. 2018.
Multicalibration: Calibration for the (Computationally-Identifiable) Masses. In
Proceedings of the 35th International Conference on Machine Learning (Proceedings
of Machine Learning Research, Vol. 80), Jennifer Dy and Andreas Krause (Eds.).
PMLR, 1939–1948.

[26] Deborah Hellman. 1998. Two Types of Discrimination: The Familiar and the
Forgotten. California Law Review 86 (1998), 315.

[27] Christopher Hitchcock. 1996. A Probabilistic Theory of Second Order Causation.
Erkenntnis 44, 3 (1996), 369–377. http://www.jstor.org/stable/20012697

[28] Michael Kearns, Seth Neel, Aaron Roth, and Zhiwei Steven Wu. 2018. Preventing
Fairness Gerrymandering: Auditing and Learning for Subgroup Fairness (Pro-
ceedings of Machine Learning Research, Vol. 80), Jennifer Dy and Andreas Krause
(Eds.). PMLR, 2564–2572.

[29] Michael J. Kearns, Seth Neel, Aaron Roth, and Zhiwei Steven Wu. 2019. An
Empirical Study of Rich Subgroup Fairness for Machine Learning. In Proceedings
of the Conference on Fairness, Accountability, and Transparency. ACM, 100–109.
https://doi.org/10.1145/3287560.3287592

[30] Harry Khamis. 2008. Measures of Association: How to Choose? Journal of
Diagnostic Medical Sonography 24, 3 (2008), 155–162.

[31] Niki Kilbertus, Mateo Rojas Carulla, Giambattista Parascandolo, Moritz Hardt, Do-
minik Janzing, and Bernhard Schölkopf. 2017. Avoiding Discrimination through
Causal Reasoning. In Advances in Neural Information Processing Systems, I. Guyon,
U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, and R. Garnett
(Eds.), Vol. 30. Curran Associates, Inc., 656–666.

[32] Pauline T. Kim. 2017. Data-Driven Discrimination at Work. William & Mary Law
Review 58, Issue 3, Article 4 (2017), 857.

[33] Keith Kirkpatrick. 2016. Battling Algorithmic Bias: How Do We Ensure Algo-
rithms Treat Us Fairly? Commun. ACM 59, 10 (2016), 16–17. https://doi.org/10.
1145/2983270

[34] Helena Chmura Kraemer, Eric Stice, Alan Kazdin, David Offord, and David
Kupfer. 2001. How Do Risk Factors Work Together? Mediators, Moderators, and
Independent, Overlapping, and Proxy Risk Factors. Am J Psychiatry 158, 6 (2001),
848–856.

[35] Zachary Lipton, Julian McAuley, and Alexandra Chouldechova. 2018. Does
Mitigating ML’s Impact Disparity Require Treatment Disparity?. In Advances in
Neural Information Processing Systems 31, S. Bengio, H. Wallach, H. Larochelle,
K. Grauman, N. Cesa-Bianchi, and R. Garnett (Eds.). Curran Associates, Inc.,
8125–8135.

[36] Zachary C. Lipton, Alexandra Chouldechova, and Julian McAuley. 2018. Does
MitigatingML’s Impact Disparity Require Treatment Disparity? ArXiv 1711.07076
(2018). https://doi.org/10.48550/ARXIV.1711.07076 Version 2.

[37] Darcy Steeg Morris, Daniel Schwarcz, and Joshua C. Teitelbaum. 2017. Do
Credit-Based Insurance Scores Proxy for Income in Predicting Auto Claim Risk?
Journal of Empirical Legal Studies 14, 2 (2017), 397–423. https://doi.org/10.
1111/jels.12151 arXiv:https://onlinelibrary.wiley.com/doi/pdf/10.1111/jels.12151
Cited page numbers from draft version (June 15, 2016) available at SSRN: https:
//ssrn.com/abstract=2685304.

[38] Cathy O’Neil. 2016. When Not to Trust the Algorithm. Interview published in
the Harvard Business Review’s Ideacast.

[39] Judea Pearl. 2009. Causal inference in statistics: An overview. Statistics Surveys 3
(2009), 96–146. https://doi.org/10.1214/09-SS057

[40] Judea Pearl. 2009. Causality (second ed.). Cambridge University Press.
[41] Dino Pedreshi, Salvatore Ruggieri, and Franco Turini. 2008. Discrimination-aware

Data Mining. In Proceedings of the 14th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining (Las Vegas, Nevada, USA). ACM, 560–568.
https://doi.org/10.1145/1401890.1401959

[42] John Podesta, Penny Pritzger, Ernest J. Moniz, John Holdren, and Jeffrey Zients.
2014. Big Data: Seizing Opportunities, Preserving Values. Originally posted
at http://www.whitehouse.gov/sites/default/files/docs/big_data_privacy_report_
may_1_2014.pdf. Accessed Jan. 26, 2014.

[43] Devin G. Pope and Justin R. Sydnor. 2011. Implementing Anti-discrimination
Policies in Statistical Profiling Models. American Economic Journal: Economic
Policy 3, 3 (Aug. 2011), 206–31. https://doi.org/10.1257/pol.3.3.206

[44] Anya E.R. Prince and Daniel Schwarcz. 2020. Proxy Discrimination in the Age of
Artificial Intelligence and Big Data. Iowa Law Review 105, 3 (2020), 1257.

[45] Olivier Roy. 2008. Thinking before Acting: Intentions, Logic, Rational Choice. Ph. D.
Dissertation. Institute for Logic, Language and Computation; Universiteit van
Amsterdam.

[46] Jennifer L. Skeem and Christopher T. Lowenkamp. 2016. Risk, Race, and Recidi-
vism: Predictive Bias and Disparate Impact. Criminology 54, 4 (2016), 680–712.
https://doi.org/10.1111/1745-9125.12123

[47] Florian Tramèr, Vaggelis Atlidakis, Roxana Geambasu, Daniel J. Hsu, Jean-Pierre
Hubaux, Mathias Humbert, Ari Juels, and Huang Lin. 2017. FairTest: Discovering
Unwarranted Associations in Data-Driven Applications. In 2017 IEEE European
Symposium on Security and Privacy, EuroS&P. IEEE, 401–416.

[48] Michael Carl Tschantz. 2022. What is Proxy Discrimination? ArXiv 2205.05265
(2022). https://doi.org/10.48550/ARXIV.2205.05265

[49] Michael Carl Tschantz, Amit Datta, Anupam Datta, and Jeannette M. Wing.
2015. A Methodology for Information Flow Experiments. In Computer Security
Foundations Symposium. IEEE.

[50] Michael Carl Tschantz, Anupam Datta, and Jeannette M. Wing. 2012. Formalizing
and Enforcing Purpose Restrictions in Privacy Policies. In Proceedings of the 2012
IEEE Symposium on Security and Privacy. 176–190.

[51] Robert S. Tschiemer. 1983. Employment Discrimination—The Bottom Line De-
fense in Disparate Impact Cases. University of Arkansas at Little Rock Law Review
6, 3 (1983), 475–481.

[52] Brian G. Vegetabile. 2021. On the Distinction Between “Conditional Average
Treatment Effects” (CATE) and “Individual Treatment Effects” (ITE) Under Ignor-
ability Assumptions. ArXiv 2108.04939 (2021). https://doi.org/10.48550/ARXIV.
2108.04939

[53] Daniel Westreich and James Grimmelmann. 2017. Incomprehensible Discrim-
ination. Calif. Law Review Online 7 (2017), 164–177. https://doi.org/10.15779/
Z38707WN47

[54] Muhammad Bilal Zafar, Isabel Valera, Manuel Rodriguez, Krishna Gummadi, and
Adrian Weller. 2017. From Parity to Preference-based Notions of Fairness in
Classification. In Advances in Neural Information Processing Systems, I. Guyon,
U. Von Luxburg, S. Bengio, H.Wallach, R. Fergus, S. Vishwanathan, and R. Garnett
(Eds.), Vol. 30. Curran Associates, Inc.

https://www.ftc.gov/reports/credit-based-insurance-scores-impacts-consumers-automobile-insurance-report-congress-federal
https://www.ftc.gov/reports/credit-based-insurance-scores-impacts-consumers-automobile-insurance-report-congress-federal
https://doi.org/10.1145/2783258.2783311
https://doi.org/10.1145/2783258.2783311
https://doi.org/10.1145/3433949
https://doi.org/10.1145/3433949
https://doi.org/10.1016/S0004-3702(97)00047-7
https://web.archive.org/web/20141008185829/https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de
https://web.archive.org/web/20141008185829/https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de
http://www.jstor.org/stable/20012697
https://doi.org/10.1145/3287560.3287592
https://doi.org/10.1145/2983270
https://doi.org/10.1145/2983270
https://doi.org/10.48550/ARXIV.1711.07076
https://doi.org/10.1111/jels.12151
https://doi.org/10.1111/jels.12151
https://arxiv.org/abs/https://onlinelibrary.wiley.com/doi/pdf/10.1111/jels.12151
https://ssrn.com/abstract=2685304
https://ssrn.com/abstract=2685304
https://doi.org/10.1214/09-SS057
https://doi.org/10.1145/1401890.1401959
http://www.whitehouse.gov/sites/default/files/docs/big_data_privacy_report_may_1_2014.pdf
http://www.whitehouse.gov/sites/default/files/docs/big_data_privacy_report_may_1_2014.pdf
https://doi.org/10.1257/pol.3.3.206
https://doi.org/10.1111/1745-9125.12123
https://doi.org/10.48550/ARXIV.2205.05265
https://doi.org/10.48550/ARXIV.2108.04939
https://doi.org/10.48550/ARXIV.2108.04939
https://doi.org/10.15779/Z38707WN47
https://doi.org/10.15779/Z38707WN47

	Abstract
	1 Introduction
	2 Overview of Notions of Proxy and Proxy Discrimination
	3 Related Work
	4 Background on Machine Learning and Causal Modeling
	5 Capacity
	5.1 Dependence or Correlation
	5.2 Two-Side Correlation
	5.3 Causal Descendants

	6 Proxy Use
	6.1 Influence
	6.2 Total Effects
	6.3 Causal Descendants

	7 Target Unused
	8 Bottom Line Impact
	9 Consequential
	9.1 Total Effects
	9.2 Intentional

	10 Capacity Induced Proxy Use
	11 Proxy Substituting for Target
	11.1 Omitted Variable Bias

	12 When and Why is Proxy Discrimination Wrong or Illegal?
	13 Conclusion
	Acknowledgments
	References

