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ABSTRACT
The U.S. criminal legal system increasingly relies on software out-
put to convict and incarcerate people. In a large number of cases
each year, the government makes these consequential decisions
based on evidence from statistical software—such as probabilistic
genotyping, environmental audio detection and toolmark analy-
sis tools—that the defense counsel cannot fully cross-examine or
scrutinize. This undermines the commitments of the adversarial
criminal legal system, which relies on the defense’s ability to probe
and test the prosecution’s case to safeguard individual rights.

Responding to this need to adversarially scrutinize output from
such software, we propose robust adversarial testing as a framework
to examine the validity of evidentiary statistical software. We de-
fine and operationalize this notion of robust adversarial testing for
defense use by drawing on a large body of recent work in robust
machine learning and algorithmic fairness. We demonstrate how
this framework both standardizes the process for scrutinizing such
tools and empowers defense lawyers to examine their validity for
instances most relevant to the case at hand. We further discuss
existing structural and institutional challenges within the U.S. crim-
inal legal system which may create barriers for implementing this
framework and close with a discussion on policy changes that could
help address these concerns.
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1 INTRODUCTION
The U.S. criminal legal system increasingly uses output from soft-
ware tools to prosecute the criminally accused. Statistical software
is especially gaining prominence and has been deployed in a range
of settings, from probabilistic genotyping to environmental audio
detection, and forensic bullet analysis. At present, while the govern-
ment uses output from such software as evidence, defense counsel
are often unable to fully cross-examine or scrutinize these tools.
This limitation, coupled with the accelerated use of machine learn-
ing and statistically-driven software, presents a clear and growing
danger to the legal truth-seeking process.

The U.S. uses an adversarial system, where law enforcement is
tasked with investigating evidence of guilt, and defense counsel
is tasked with probing the prosecution’s case and investigating
evidence of innocence. By pitting these two roles against one an-
other, the system as a whole seeks legal truth and the protection
of individual rights. In the context of evidentiary software, how-
ever, numerous factors prevent defense counsel from effectively
performing their duty to scrutinize the prosecution’s case.

One such factor is uncertainty over what adversarial scrutiny of
a software program entails [42]. The U.S. Constitution guarantees
criminal defendants the right to confront and cross-examine the
witnesses against them [8]. Yet, courts, counsel, and legal scholars
have fractured over how andwhether to apply these rights to output
from software [92]. Compounding this uncertainty, there are no
technical standards to adversarially scrutinize output from software
used as evidence of guilt. Existing mechanisms for doing so are
insufficiently powerful and incomprehensive to safeguard against
erroneous output.

In this work, we tackle this issue of evaluating the validity of
evidentiary statistical software by proposing a technical concep-
tual framework—robust adversarial testing. We draw on a growing
body of work in robust machine learning to formally define robust
adversarial testing and describe how to operationalize it within
the criminal legal system. This framework connects the notion of
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adversarialism in the legal system with adversarial robustness in
machine learning. The connection is of mutual benefit: Defense
counsel can repurpose tools and insights from robust machine learn-
ing in service of adversarial scrutiny. The specific requirements of
defense counsel, in turn, contribute well-motivated research and
engineering opportunities to the machine learning community. In
doing so, this framework provides a process that is concrete enough
to be adopted for adversarial scrutiny of statistical software across
the legal system and flexible enough to empower the defense to
adversarially select input for testing on a case-by-case basis.

Specifically, our proposal of robust adversarial testing rests on
two components: First, the defense can adversarially select a family
of input to the statistical software that is most relevant to the de-
fendant’s case. This could entail, for instance, testing the software’s
performance for specific demographic groups. It also allows the
defense to adversarially select relevant performance measures such
as the rate of false inclusion of the defendant in a forensic sample.
Through these two levers, the defense may adversarially test the
validity of the statistical software on the input most relevant to the
case at hand.

In addition to providing a framework for adversarially scruti-
nizing evidentiary statistical software, our proposal adds to and
complements a growing body of work in the accountability com-
munity that tackles challenging tasks around auditing algorithmic
and software tools used at various stages of the criminal legal sys-
tem. While our motivation in this work is evidentiary software, the
framework here can apply more broadly to statistical software used
at any stage of a legal case. As such, we take a step towards sys-
tematizing and formalizing a key component of audits of statistical
software used in the law more generally.

Our work also goes beyond existing research in algorithmic au-
dits and accountability in its focus on evidentiary software. Existing
work thus far has primarily focused on tools predominantly used
at the investigation, pretrial, and sentencing stages, such as risk as-
sessment tools and facial recognition technology [13, 19, 28, 33, 39,
41, 59, 65, 68, 70, 82, 88, 99, 112]. While output from these tools may
at times be used as evidence—and indeed there is a credible concern
that they will be widely adopted as evidentiary tools—this is not
their current primary use. As a result, the algorithmic accountability
literature has not kept up pace with evaluating evidentiary software.
In presenting our adversarial scrutiny framework, we highlight a
path forward for the machine learning community to consider eval-
uating a broader range of software tools and to contribute resources
that could empower defense counsel to more thoroughly scrutinize
evidence of guilt.

The rest of this paper is structured as follows: In Section 2, we set
the stage for our framework by introducing the role of adversarial
scrutiny in the U.S. criminal legal system. In Section 3, we provide
a brief introduction to probabilistic genotyping software, which we
use as a running example throughout the remainder of the paper. In
Section 4, we consider existing mechanisms for scrutinizing eviden-
tiary software and lay out their limitations in assessing statistical
software in particular. We present our proposal in Section 5. We
define and introduce adversarial scrutiny of evidentiary statisti-
cal software and its operationalization in the U.S. criminal legal
system. While our primary contribution is to conceptualize the
legal concept of adversarial scrutiny in a technical formulation,

we acknowledge that existing structural and institutional barriers
may prevent defense counsel from implementing our framework
in practice. We describe some of these challenges that the law and
policy communities should simultaneously tackle in Section 6.

2 LEGAL BACKGROUND: ADVERSARIAL
SCRUTINY IN THE LAW

In this section, we introduce the reader to the concept of adver-
sarial scrutiny in the law. We begin with a general commentary
about adversarialism and explain why criminal defense adversarial
scrutiny is essential for forensic evidence in particular. We then
describe some of the legal rules and procedures that are designed
to facilitate this scrutiny at three different stages of a criminal case:
plea negotiations, admissibility hearings, and trial. Importantly,
these examples are meant to be illustrative and not comprehensive.
Criminal defense counsel should perform adversarial scrutiny at
all stages of a case.

The U.S. uses an adversarial criminal legal system. This means
law enforcement, including prosecutors and the police, are respon-
sible for investigating evidence of guilt. Criminal defense counsel,
on the other hand, are responsible for investigating evidence of
innocence and, crucially, for identifying flaws and weaknesses in
the prosecution’s evidence. Criminal defense counsel are the sole
actors in the entire legal system with a duty to probe, test, and chal-
lenge the prosecution’s evidence [125]. We call this duty adversarial
scrutiny.

Defense counsel are supposed to perform adversarial scrutiny
not as neutral inquisitors, but rather as “zealous advocates” for
the criminally accused [113]. In this sense, defense counsel are
similar to white hat hackers who are supposed to focus on finding
flaws and weaknesses in a computer system. At trial, both the
prosecution and defense present their evidence and arguments to
the jury, which ultimately decides whether the prosecution has
proven the defendant’s guilt beyond a reasonable doubt. Similarly,
in pretrial and post-conviction proceedings, both sides present
evidence and arguments to the judge, who ultimately decides the
legal issues in the case. By pitting the prosecution and defense
advocates against one another, the system as a whole seeks legal
truth and the protection of individual rights [87].

Adversarial scrutiny of forensic evidence can be at once techni-
cally complex and exceptionally urgent. Invalid forensic evidence
has contributed to a substantial portion of the wrongful convictions
of individuals whowere later exonerated [49, 97]. Indeed, prior stud-
ies have identified invalid forensics as the "second most common
contributing factor" in wrongful convictions [122]. It is therefore es-
sential for defense counsel to perform effective adversarial scrutiny
when prosecutors use evidentiary statistical software as forensic
evidence.

The need for criminal defense counsel to perform adversarial
scrutiny of forensic evidence can apply at any stage of a case. For
example, the Sixth Amendment constitutional right to effective
assistance of counsel during pretrial plea negotiations may require
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defense counsel to independently investigate and test the prosecu-
tion’s forensic evidence early in a case [45].1 Accordingly, as soon
as possible after a case begins, the defense should demand access to
and relevant information about any evidentiary statistical software
via statutory discovery and constitutional due process Brady rules,
which require the prosecution to disclose certain information to the
defense [51], as well as by serving pretrial subpoenas on developers
or other third parties for additional relevant information that the
prosecution may not know or possess [51]. These discovery and
subpoena rules should enable the defense to obtain information to
perform adversarial scrutiny at this and subsequent stages of the
case.

As another example, the need for adversarial scrutiny may also
arise during pretrial admissibility hearings, in which the prosecu-
tion and defense argue before a judge about what evidence they
should be allowed to present to the jury at an upcoming trial. Based
on the arguments from both sides, the judge will determine whether
the evidence satisfies the requirements for admissibility, which in-
clude relevance [4] and lack of unfair prejudice [5], among other
things.2 For expert testimony based on evidentiary statistical soft-
ware, the rules of evidence require an additional showing that the
software is a method that has been reliably applied in the defen-
dant’s case [6].

There are two leading standards across federal and state jurisdic-
tions for this additional showing: Daubert and Frye [26]. Daubert
gives judges flexibility in how they choose to make the reliability
determination but encourages them to consider the following series
of factors: “whether the theory or technique in question can be (and
has been) tested, whether it has been subjected to peer review and
publication, its known or potential error rate and the existence and
maintenance of standards controlling its operation and whether
it has attracted widespread acceptance within a relevant scientific
community” [36]. The test in Frye jurisdictions focuses on one fac-
tor: whether a method is “sufficiently established to have gained
general acceptance in the particular field in which it belongs” [44].
Critics have castigated judges for failing to perform their proper
gate-keeping function to keep unreliable forensics out of court,
particularly in criminal cases [48, 50, 54, 57, 64, 109]. Such failures
emphasize the urgent need for effective defense adversarial scrutiny
in admissibility hearings so as to better educate judges about the
flaws in prosecution forensic evidence and persuade them to do a
better job of excluding faulty forensics from trial.

If the defense loses an admissibility challenge and the judge per-
mits the prosecution to present forensic evidence to the jury, then
this brings us to our third example of a point in time for adversarial
scrutiny: trial. At trial, defense counsel should tell the jury about
any flaws and weaknesses in the prosecution’s evidence. Even if the
Daubert and Frye standards were applied correctly, much imperfect
evidence would still be admitted at trial because the requirements
for admissibility in the rules of evidence are relatively lenient, in-
cluding for expert testimony [16]. This liberal thrust of the rules
in favor of admissibility reflects an overarching policy preference

1We thank Brandon Garrett for highlighting the significance of the Sixth Amendment
right to effective assistance of counsel in establishing a constitutional basis for defense
testing of prosecution forensic evidence, especially pre-plea.
2The Appendix describes the variety of rules that govern the admissibility of eviden-
tiary statistical software output.

for trusting juries to properly weigh evidence, including by dis-
counting less-reliable evidence, rather than empowering judges
to keep that evidence entirely secret from the jury. Further, trial
courts have substantial discretion on admissibility determinations
and any potential errors in their judgments are reviewed under
a deferential standard by the appellate courts [105]. As a result,
trials can be flooded with under-scrutinized forensic evidence that
defense counsel should contest before the jury.

Several legal rules and procedures facilitate such contestations
at trial. For instance, the Sixth Amendment to the U.S. Constitution
guarantees criminal defendants the right to confront and cross-
examine the witnesses against them [8], including prosecution
witnesses who testify during trial based on the output of eviden-
tiary software [18, 83, 126]. Legal scholars and courts are currently
struggling to determine whether, to what extent, and how, this
right may also entitle defendants to directly cross-examine and
confront evidentiary software systems themselves [25, 103]. Some
have suggested that lawmakers or the Constitution might require
software developers, designers, or operators to take the witness
stand [103, 114]. Others have advocated for defense access to source
code, or defense access to “enhanced discovery” that would afford
increased opportunities to test prosecution software [25]. To date,
however, few have offered technical details about what the defense
should do with this information after they obtain it.

In this paper, we present a technical framework to operationalize
defense adversarial scrutiny of evidentiary statistical software. As
the preceding paragraphs explain, the criminal legal system de-
pends on an adversarial framework that tasks defense counsel with
contesting the prosecution’s forensic evidence. The existing legal
adversarial framework motivates our technical proposal, which we
present in detail in Section 5. We argue that defense adversarial
scrutiny of evidentiary statistical software, or careful examination
directed to identifying flaws or weaknesses in the software output,
is crucial to protect defendants’ rights and to the truth-seeking
goals of the criminal legal system as a whole.

3 A CASE STUDY: PROBABILISTIC
GENOTYPING SOFTWARE

In this section, we discuss probabilistic genotyping software (PGS)
tools, a popular class of evidentiary statistical software, which
we will use as a running example to ground the discussions and
definitions that follow.

PGS tools are widely used in criminal cases. According to the
creator STRmix, this tool has been used in over 220,000 cases world-
wide [1]. Likewise, the Forensic Statistical Tool (FST), was used
in over 1,300 cases from 2011 to 2017 [66]. Like many statistical
decision-making tools, at their core, PGS tools implement a likeli-
hood ratio test [30, 55]. Consequently, though we focus on PGS for
concreteness, our discussion and approach apply to a much broader
class of evidentiary software based on statistical techniques. Note,
in discussing these tools, our goal here is not to take a stance on the
validity of these tools in any specific instance but rather to provide
a concrete framework to scrutinize these tools.

Roughly, forensic DNA analysis begins with a biological sample
of interest obtained from a crime scene and a known reference
sample taken from the defendant. The observed crime scene sample
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varies in complexity from simple settings involving DNA from a
single person to complex cases involving a mixture of DNA from
multiple contributors, e.g., a sample from a door handle that was
potentially touched by multiple people. We commonly refer to the
observed sample as a “mixture.” From these samples, an analyst
extracts DNA profiles using standard laboratory techniques. PGS
tools take, as input, both the observed DNA profile from the crime
scene and the reference DNA profile from the defendant. They then
attempt to estimate a likelihood ratio that compares the probability
of observing the crime scene DNA if the reference candidate were a
contributor to the mixture versus a random (unrelated) individual.
PGS tools rely on, among other things, population genetic databases
and laboratory-specific parameters (e.g., probability of allele drop-
in) to estimate this likelihood ratio. Specific details are beyond the
scope of this paper, and we refer the interested reader to [20, 30, 81]
and the references therein for more background.

Despite their widespread use, the validity of PGS tools is an
ongoing research direction and the source of much debate [20, 80,
81, 93, 95]. For instance, in a high-profile 2016 case, two different
leading PGS tools produced different conclusions when used to an-
alyze the same DNA sample [95, 96]. Many of the questions around
validity stem from the fact that it depends on the complexity of
the samples and the specific settings in which it is used [20, 81, 95].
Concretely, Butler et al. [20] detail more than 20 distinct factors
which all influence the performance and validity of PGS tools. These
factors include, among others, (i) the number of contributors to
a mixture, (ii) the amount of DNA collected, (iii) the relative pro-
portion of material from each contributor, (iv) the quality of the
genetic material, (v) the presence of close relatives in the sample,
and (vi) calibration of software parameters to laboratory equipment.
In another study, Matthews et al. [81] show how variations in the
parameters of the underlying statistical model, e.g., a parameter
summarizing the genetic diversity in the population, can cause
substantial changes in the likelihood ratios produced by different
tools. Understanding the tool’s validity in any particular setting,
therefore, requires understanding how these factors influence its
performance.

4 LIMITS OF CURRENT ASSESSMENT
MECHANISMS

At present, courts, counsel, and commentators have discussed a
variety of mechanisms for assessing the validity of evidentiary soft-
ware that defense counsel may apply to statistical tools. We focus
our discussion on three frequently considered mechanisms: source
code review, validation studies by relevant scientific communities,
and direct testing by the defense. In this section, we consider how
defense counsel might face limitations when using each mecha-
nism to scrutinize the validity of statistical software.3 We focus
our discussion on PGS tools to provide specific examples, but our
arguments apply to other evidentiary statistical software as well. In
discussing these limitations, we motivate our proposed framework
that we introduce in Section 5.

3Given our specific focus on statistical software, we do not aim to present a compre-
hensive list of limitations for each mechanism.

4.1 Source Code Review by the Defense
Several groups have called for defense counsel to assess the va-
lidity of evidentiary software using source code review [14, 27,
60, 74, 89, 108]. While examining the source code may help un-
cover programming mistakes, or “miscodes,” looking at the source
code without also running the software executable may reveal lit-
tle about the statistical tool’s performance (e.g., accuracy or error
rates), consequently leaving out a crucial metric for assessing the
validity of statistical software output used in a case.4 Illustrating
this limitation in the context of PGS tools, scrutinizing the source
code can verify whether the program correctly implements a fully
continuous PGmodel. Without also having the ability to test the sta-
tistical software, however, defense counsel cannot fully determine
the tool’s performance (e.g., error rates) in any setting, including
that of the defendant’s case. Given this limitation, empirical testing
is crucial for assessing the tool’s performance and, consequently,
for assessing the validity of the tool’s output in any given case.

4.2 Validation Studies by Relevant Scientific
Communities

Defense counsel may also use empirical assessment mechanisms to
gauge the tool’s performance. One such mechanism the criminal
legal system already relies upon is validation studies. However,
these studies face numerous limitations.

Many groups have rightfully pointed out that existing validation
studies, even those that are peer-reviewed, do not rigorously assess
evidentiary software because the authors or reviewers of such
studies have financial or professional interests in ensuring that
forensic laboratories use the software. For instance, amongst the
eight TrueAllele validation studies that Butler et al. [20] enumerate,
seven studies include Mark Perlin, the CEO of Cybergenetics Inc.
which produces TrueAllele, as a co-author. The remaining study
acknowledges Perlin and two Cybergenetics employees for their
guidance and comments. In light of observations like these, many
argue that independent groups with no stake in the outcome of
validation studies should test the software [20, 21, 63, 73, 86, 95,
102, 108, 109].

Even if more independent scientific groups were to validate evi-
dentiary software, before conducting each study, the study designer
must choose a set of test cases on which to evaluate the tool. As
several commentators have pointed out, these chosen test cases
are not guaranteed to align with the characteristics of any actual
criminal case in which the tool is applied [20, 72, 95]. Indeed, this
is true regardless of whether the parties conducting the studies
are independent of the developer or not. Consequently, the tool’s
performance and error rates reported in a validation study are not
guaranteed to reflect the tool’s validity when applied in the crim-
inal legal system. Scholars have observed that evaluation studies
of machine learning systems are often over-optimistic estimates of
performance on new test cases; the performance of these systems
can drop dramatically under slight variation of the test distribu-
tion [19, 32, 69, 76, 101, 127].

4E.g., Bellovin et al. [14], President’s Council of Advisors on Science and Technology
[95] state that foundational validity requires that a method has been subjected to
empirical testing that provides “valid estimates of the method’s accuracy”.
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In sum, validation studies require the designer to choose test
cases and parameters that may not match those relevant to the case
at hand. This mismatch can result in significant differences in the
statistical software’s performance and output, so testing the tool
on input similar to the case at hand is imperative to ensure the tool,
as applied in the specific case, is valid.

4.3 Direct Testing by the Defense
Instead of relying on other parties to empirically test the statistical
software in contexts outside of any given case, defense counsel may
directly test the tool by choosing input and running the executable
program. Indeed, organizations like Upturn have joined defense
attorneys in arguing in court for defense access to executable source
code and additional resources to make this direct assessment [108],
and many scholars have made similar arguments [2, 14, 74]. We
agree that defense access to the executable source code is crucial
for assessing software validity. We argue, however, that current
discussions of testing techniques are incomplete.

In particular, current discussions do not provide defense coun-
sel with sufficient guidance to conduct such tests. While some
groups have specifically suggested that the defense test software
on input relevant to the defendant’s case and have provided ex-
amples [14, 74], these discussions do not provide any overarching
framework that would equip defense counsel to make their deter-
minations when navigating steps such as choosing input that are
relevant to their client’s case. To ensure that defense counsel can
effectively test evidentiary statistical software, such guidance is
necessary.

Acknowledging the limitations of existing proposals for testing and
of the other mechanisms we described in the preceding subsections,
we propose one potential framework for testing statistical software,
which we present in the next section.

5 ROBUST ADVERSARIAL TESTING
We now present our framework for adversarial scrutiny of eviden-
tiary statistical software. Before we introduce our mathematical
definition, we first provide the underlying intuition in Section 5.1.
In Section 5.2, we discuss how defense counsel can operationalize
our definition.

As the previous section motivates, we would like to answer the
question: Is the tool in question accurate on input corresponding to
the defendant’s case? Accurate evidence from statistical software
tools will aid the truth-seeking process of the criminal legal system
and minimize the number of wrongful convictions. It is well-known
however that standard statistical validation provides no simple an-
swer to this question because statistical validation makes claims
about distributions of instances, and not individual instances. Even
if a statistical validation study establishes that a tool performs accu-
rately across a broad distribution of instances, such a finding does
not imply any rigorous guarantees for a previously unseen instance
relevant to the defendant’s case. For example, a probabilistic geno-
typing tool may be highly accurate on DNA mixtures containing
genetic material from two individuals, but may fail to produce cor-
rect answers when the mixture has more or an unknown number
of contributors. Similarly, gunshot detection tools may be highly

accurate in otherwise quiet environments but have high error rates
when the ambient environment is filled with noise from traffic,
fireworks, or construction.

The difficulties surrounding the accuracy of statistical software
can have direct consequences on the validity of evidence in court.
Consider a hypothetical probabilistic genotyping tool that achieves
perfect accuracy for 99% of DNA mixtures, but is always wrong for
the remaining 1% of instances. If the defendant in question belongs
to this 1% of instances, the tool will be guaranteed to fail in this
case despite its seemingly impressive accuracy.5

To formalize this intuition and ground the legal concept of ad-
versarial scrutiny in the technical reality of statistical software, we
build on conceptual advances from the literature on distributional
robustness in machine learning and algorithmic fairness [15, 17,
31, 40, 56, 98, 121]. At its core, robust adversarial testing requires
a tool to perform well on input most relevant to the defendant’s
case. For instance, the accuracy of a DNA analysis tool on mixtures
with two participants may have no relevance for a case where the
mixture comes from five contributors. Determining precisely what
input is relevant to a defendant’s case is a key step to operationalize
our definition of adversarial scrutiny. Our definition empowers
the defense to adversarially select input for testing the evidentiary
software in question.

Next, we provide a definition of robust adversarial testing and
then discuss how to operationalize this definition in practice. In-
tuitively, our definition decomposes assessing the performance of
evidentiary software into two parts: (i) the metric used to check
performance, and (ii) the distribution on which the metric is applied.
By allowing the defense to choose each component adversarially,
our framework enables the defense to question evidentiary software
in a way most relevant to the case at hand.

5.1 Formal Definition of Robust Adversarial
Testing

We now state our model for adversarial testing. To ground this
definition, it is helpful to keep in mind the example of probabilistic
genotyping tools introduced in Section 3. A statistical tool computes
a function A : Z → O, where O is a set of output and Z is a data
universe of possible input. For a PGS tool, the output space O may
be the space of likelihood ratios, and the input Z are the DNA
samples taken from the crime scene and the defendant.

For a given tool A and distribution Q over the data universe Z ,
let check(A,Q) ∈ {Pass, Fail} be a test that determines whether the
tool A has acceptable performance on the distribution Q . For in-
stance, the distributionQ may be a distribution over DNA mixtures
with two contributors, and the check function may compute the
error rate of a PGS toolA on the distributionQ , returning Pass only
if the error rate is below some threshold. In a concrete validation
study for a PGS tool, a finite dataset of test examples instantiates
the distribution Q . The notion of “acceptable performance” refer-
ences the idea of “general acceptance” in the law from Section 2. We
envision that this check function can also be chosen adversarially
by the defense to test for flaws that generally accepted evaluation
5Here and in other examples we use accuracy as a performance metric for ease of
exposition. In an actual application of our framework, other performance metrics such
as precision, recall, ROC curves, and others may be more meaningful depending on
the tool and case in question.
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metrics may hide. We will return to this point when we discuss
how to operationalize the definition.

Further, let F be a family of distributions over the same data
universe Z . Concretely, this could be a collection of distributions
over DNA mixtures with the same number of contributors as the
sample in question, but perturbed values of laboratory parameters
or quantities of DNA collected. Specifically, a family of distributions
F = {Q1,Q2,Q3} could consist of three individual test distributions
where:

• Q1 is a distribution over DNAmixtures with two contributors
and 100–200 pg of DNA.

• Q2 is a distribution over DNAmixtures with two contributors
where the DNA mixture was analyzed with lab equipment
from a specific manufacturer.

• Q3 is a distribution over DNAmixtures with two contributors
and a contributor ratio between 2:1 and 4:1.

If the trial involves a DNA sample with the above characteristics
(two contributors, 100–200 pg of DNA, lab equipment from the
same manufacturer as in Q2, and a likely contributor ratio between
2:1 and 4:1), each of the three distributions in the family F stress
tests the PGS tool in question on input that are relevant to the
case. In addition, each distribution stress tests the PGS tool dif-
ferently. Hence the PGS tool’s accuracy on these distributions is
likely more representative of its accuracy on the defendant’s input
than the result of a validation study on a broad distribution over
DNA mixtures that may only be superficially related to the DNA
sample in question. As before, a dataset would instantiate each of
the individual distributions Qi in a concrete adversarial evaluation
during an individual criminal case.

With our formal setup in place, we now state our main definition:

Definition 5.1 (robust adversarial testing). We say that a tool A
passes (F , check)-robust adversarial testing if for every distribution
Q in the family F we have check(A,Q) = Pass.

Importantly, since the performance check must pass for all dis-
tributions Q in the family F , it must also pass for the worst-case
distribution in the family. Therefore, the defense choosing the fam-
ily F corresponds to implicitly picking the worst-case distribution
in the family on which to evaluate the tool. Our definition gives
the defense broad latitude to choose the family F . However, nuance
is required to select a family F that is relevant to the defendant’s
instance and avoids trivial examples, e.g., a point-mass on a known
failure case.6 Selecting an appropriately rich and relevant family
F is one of the key challenges involved with operationalizing this
definition.

Our definition makes use of a binary check function that ulti-
mately outputs that a tool either “passes” or “fails.” One could also
consider a continuous version of our definition where we simply re-
port the worst-case metric over the distribution family. We elected
to use a binary check function to abstract away questions of statis-
tical validity (e.g., confidence intervals can be implicitly included in

6Note that, if the defense were to choose irrelevant input, the prosecution could likely
have the results excluded from the case because "irrelevant evidence is not admissible."
See, e.g., Fed. R. Evid. 402. Hence, the legal concept of relevance binds the defense
selections in our framework. "Evidence is relevant if: (a) it has any tendency to make a
fact more or less probable than it would be without the evidence; and (b) the fact is of
consequence in determining the action." Fed. R. Evid. 401.

the check function) because judges and juries must ultimately make
a validity determination for a particular tool in a particular case.
For a binary check function, the choice of the threshold which con-
stitutes “passing” is often sensitive and potentially contentious [37].
In our definition, we empower the defense to select the threshold,
and we envision that relevant research communities can empower
the defense with guidelines for selecting this threshold. We discuss
this in more detail below.

5.2 Operationalizing Robust Adversarial
Testing

We now discuss how to implement and operationalize our formal
definition. We operationalize our definition in three steps. Because
our definition is adversarial, we envision each step will be carried
out by the defense and specific to the case at hand. The first step
involves determining the data universe. The second step is the ad-
versarial choice of a relevant distribution of input. Finally, the third
step is the choice of a reasonable performance check to measure
how well the tool performs on the chosen distribution of input.

5.2.1 Determining the Data Universe. The first step of our proce-
dure is to determine what, precisely, is that data universe. Con-
ceptually, one can think of the data universe as a large database
enumerating all possible inputs to the system under study, back-
ground factors, system output, and ground truth. In the case of
PGS tools, this ideal database may correspond to all possible DNA
samples (with differing numbers of contributors, amount of genetic
material, etc.), parameters of the analysis tool, and features of the
defendant (ethnicity, age, etc.), and other such considerations.

Such idealized databases are unavailable in practice. As a practi-
cal compromise, we envision the data universe as being the union of
existing data from validation studies. For example, several hundred
two, three, and four-person mixture samples are publicly available
through the ProvedIt database from Alfonse et al. [11], and Butler
et al. [20] details more than 60 validation studies of varying size
testing PGS tools under different input conditions. The extent to
which existing databases are complete and accessible is an ongo-
ing challenge. However, the lack of representative data in existing
databases may itself indicate that the tool has not been sufficiently
validated.

5.2.2 Adversarial Selection of the Input Distribution. After specify-
ing the data universe, the next step of our adversarial procedure
requires the defense to choose the family of distributions on which
we evaluate the tool. The choice of distributions is not just specific
to the problem the software maker purports to solve. It is also spe-
cific to the defendant. The defense will choose the distributions to
reflect salient information available about the defendant’s case.

For example, if the DNA mixture in the defendant’s case likely
involves more than three contributors and trace amounts of DNA,
then the defensemight evaluate the performance of the tool on other
mixtures with more than three contributors and similar quantities
of DNA. As a second example, consider a hypothetical software tool
for analyzing videos, e.g., to determine whether a specific individual
appears in a given video segment. If the tool analyzed video footage
of a supposed crime that occurred at night, where the accuracy of
computer vision algorithms may be worse, it is reasonable for the
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defense to interrogate the performance of the tool specifically on
nighttime video. The method of determining the input distributions
necessarily depends on context.

We propose that the tool should have acceptable performance at
least on instances sharing some number of features in commonwith
the defendant’s instance. For PGS tools, Butler et al. [20] describes
more than 20 distinct features that contribute to the performance
and validity of these systems: the number of mixture components,
the quantity of DNA, and so on. In this case, we would evaluate the
tool on distributions of instances that match some number of the
defendant’s features (e.g., the same number of mixture components
and the same quantity of DNA). Formally, this corresponds to taking
the distribution family to be all k-way marginals defined by the
defendant’s features.

To implement this procedure, we start with the database of all
instances described in the previous step. The defense then defines
each possible distribution by first picking one or more features, for
instance, the amount of DNA in the sample, that are deemed rele-
vant. Then, we consider the defendant’s value or range of possible
values for this feature, say 100 picograms, and take all instances
in the database that approximately match this feature and have
between, say, 95-105 picograms of DNA. This defines one particular
distribution. The family of distributions then arises from repeating
this process multiple times and also considering feature interactions
(e.g., matching on both DNA quantity and the number of mixture
contributors).

Determining which features are relevant, the number of features
to consider jointly, and the number of distributions to include in the
family ultimately depends on the context involving both the tool in
question and the case at hand. These choices present a trade-off be-
tween requiringmore specific validation of the evidentiary software
and placing an unreasonably large burden on its validation that
would preclude the use of all statistical software (e.g., if the family
of distributions is too large or involves too specific distributions).

5.2.3 Performance Check Selection. The choice of a performance
check relies on the defense choosing an evaluation metric that is ap-
propriate for the particular tool and instance at hand. For instance,
President’s Council of Advisors on Science and Technology [95]
recommend using the inclusion error rate to evaluate a variety of
forensic procedures. In general, the choice of a performance check
should incorporate the notion of "general acceptance" borrowed
from the legal standard, with specific attention to the possibility
that a method will fall out of general acceptance. Concretely, the
relevant legal and scientific research communities can keep track
of what is considered acceptable for a task at hand. This empow-
ers relevant research communities to remove old standards from
general acceptance as acceptable performance evolves. This could
happen, for example, by publishing results with improved accuracy
or better trade-offs between false positives and negatives, which
the defense can then point to when establishing the standard used
in the check function. For instance, a software tool that recognizes
handwritten digits with 80% accuracy no longer has general accep-
tance, since the task has long been solved with significantly higher
accuracy [75].

If a suitable performance measure is unavailable, it is a good
indication that the task or problem formulation themselves have not

gained general acceptance, or has fallen out of general acceptance.
This, on its own, is reasonable cause for contestation of the output
of the tools. Take for instance the hypothetical case of a prosecution
team that wishes to introduce evidence based on a risk score that
rates the “latent criminality” of a person based on facial images. As
the task lacks a scientific basis, there is no performance measure
for the task that has gained “general acceptance” by the relevant
scientific communities.

On a more technical note, the performance check abstracts out
issues of statistical significance. If the test distributions chosen by
the defense correspond to a sub-population that is too small to
estimate the performance with high confidence, then the check
fails.

5.3 Relationship to Existing Lines of Work
Our proposal builds upon and benefits from recent lines of work
in several different communities across law, forensic science, and
machine learning.

Statistical evidence literature. There is a long line of work in the
legal community discussing the use of statistical evidence in court
[24, 34]. Closely related to our paper, Faigman et al. [43] discuss
difficulties that arise when courts apply statistical statements to
individuals. The authors call this step “group to individual” (G2i)
inference and suggest standards of evidence for such inferences. At
a high level, our concerns with statistical evidence are similar, but
our perspective on the role of software differs markedly: Faigman
et al. [43] consider risk scores from a risk assessment tool as suffi-
cient to establish error rates for evidence applied to individuals. In
contrast, we question the validity of such risk scores and propose
adversarial testing of statistical software as a way to test the risk
assessment tool in question.

Another line of work in the statistical evidence literature consid-
ers the subtleties involved in choosing an appropriate “reference
class” when making probability estimates about an individual case.
Technically, this corresponds to choosing which variables to the
condition when fitting a statistical model. Allen and Pardo [12]
argue the difficulties involved in choosing an appropriate reference
class limit the value of statistical models in court. Cheng [23] sug-
gests using ideas frommodel selection to address the reference class
selection problem. While choosing a reference class bears some
similarities to choosing our distribution family, these problems dif-
fer in an important aspect: The reference class problem is about
how to build probability models, e.g., by appropriately selecting
the features in a regression, whereas we are concerned with using
the distribution family to validate already-fit models in software.

Robust machine learning. Our proposal benefits from close ties
to recent lines of work in machine learning. The first is a close
connection to a robustness notion that originated in work on algo-
rithmic fairness, but has since found numerous other applications.
Hebert-Johnson et al. [56] argue that existing fairness criteria are
too weak insofar as they only hold in the population as a whole but
not in rich families of sub-populations. This observation motivated
the notion of multi-calibration and multi-accuracy that require a
statistical model to achieve calibration and accuracy, respectively,
in a given family of sub-populations. Subsequent work by Dwork
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et al. [40] introduced a closely related notion called outcome indis-
tinguishability with an emphasis on the perspective of reasoning
about statistical models on individual instances. It is not difficult
to show that our notion of robust adversarial testing generalizes
multi-calibration and multi-accuracy at a formal level. But it also
shares normative content. All notions aim to strengthen broad aver-
age measures of performance with stronger guarantees that come
closer to providing meaningful guarantees for individual instances.

Fundamentally, robust adversarial testing requires a tool to per-
form well on relevant distributions related to the reference pop-
ulation. This requirement accounts for a central failure point of
statistical machinery. An increasingly rich literature in the machine
learning community has documented the failure of statistical mod-
els to generalize from one domain to another closely related domain
[17, 71, 98, 101, 116, 127].

5.4 Discussion and Limitations
Our definition establishes an important bridge between legal prac-
tice and machine learning research on distributional robustness.
This connection provides a beneficial connection in both directions.
On the one hand, criminal defense advocates can more effectively
challenge tools using insights from lines of investigation that ex-
hibit failure points of existing machine learning techniques. On the
other hand, as machine learning experts work to make tools more
robust to changes in distributional contexts, we expect that more
well-designed evidentiary statistical software will hold up against
defense challenges by our standard.

There remains a significant burden on the defense in at least
two regards. First, our framework requires the tool to solve a well-
defined statistical problem. If the problem formulation underlying
the software tool is flawed, this on its own should become the pri-
mary point of contestation. Defense counsel must therefore be able
to identify software that fails with regard to problem formulation.
Difficulty in choosing a well-defined data universe, distribution
family, or performance measure is a helpful indicator that a prob-
lem formulation may be invalid. These are, however, imperfect
indicators that may miss other challenges in the problem formula-
tion [9, 90]. For instance, scholars argue that risk assessment tools
conflate different notions of risk. Namely, they can conflate missing
a court appointment with absconding from the jurisdiction or vio-
lently harming another person before a trial can be held [9, 70, 90].
Moreover, in some cases the problem statement may lack a scientific
basis entirely [110, 111].

Second, our proposal leaves open aspects of executing our defi-
nition in context. There may be disagreement on what input and
performance measures are relevant. The defense may not have ac-
cess to relevant test cases or relevant data may be unavailable. The
lack of representative data in existing databases may itself indicate
the tool has not been sufficiently validated for the case at hand.
The right level of adversarialism is also important. A defense that
is too adversarial might choose a set of guaranteed failure cases,
in which case the prosecution would likely argue that this choice
was unreasonable. Our framework does not resolve what happens
when the prosecution contests the choices of the defense.

While these are important challenges, attempts to apply our
framework would provide valuable transparency about where con-
cretely the process of adversarial scrutiny ran into difficulty. These
challenges also point to fruitful research directions. Additional re-
search can help in identifying misapplications of statistics, as well
as facilitate the choice of parameters in our definition.

6 CONFRONTING STRUCTURAL AND
INSTITUTIONAL CHALLENGES

The use of evidentiary software without adequate scrutiny distorts
the truth-seeking process and undermines fairness in the U.S. crimi-
nal legal system. In this work, we propose robust adversarial testing
as a technical framework to empower criminal defense counsel to
adversarially scrutinize evidence output by statistical software. This
framework provides an approach to mitigate inadequate validity
testing and cross-examination of forensic evidence. In doing so, we
take a step towards formalizing an important aspect of audits of
evidentiary statistical software.

Our framework can apply broadly throughout the life-cycle of a
case, from plea negotiations to admissibility hearings to trial and
beyond. It can be useful to the defense regardless of the varying
legal standards that apply at each stage of the case, such as the more
lenient threshold for admissibility or the more onerous standard of
proof at trial. Further, while we focus on statistical software used as
evidence, our approach could also apply to statistical software used
for other criminal legal purposes. For instance, our framework could
be used to scrutinize face matching software that police rely on
during investigations, or to scrutinize risk assessment instruments
that decision makers use to predict recidivism during pretrial bail
hearings, sentencing, and parole.

While our work is focused on statistical software, we also believe
that such frameworks could be provided for non-statistical software,
such as hash-matching algorithms used to identify contraband
files or malware tools used to conduct remote investigations of
networked digital devices. We encourage academic research and
relevant technical communities to investigate and formulate similar
adversarial frameworks in such cases.

Notwithstanding the potential for this framework to have broad
applicability, a host of structural and institutional barriers chal-
lenge the implementation of our framework in practice. Without
simultaneously tackling these barriers, no framework can address
the real needs of defense counsel or lead to long-lasting changes.
Below, we highlight some of these challenges that currently create
a barrier for proper evaluation of evidentiary software. We focus
on two key axes relevant to our framework: (1) defense lack of
access to software and data, and (2) defense lack of access to expert
witnesses. We then discuss proposals for mitigating these barriers
and highlight avenues for further consideration.

Access to Software and Data. Vendors of statistical software can
severely limit access to the software, for instance by citing con-
cerns around intellectual property or by using contract law to bar
independent audits. Specifically, multiple vendors have asserted
trade secret law to block criminal defense subpoenas and discovery
requests for source code and other information about how their
software works [62, 100, 107, 123]. Meanwhile, some vendors also
refuse to grant research licenses to independent academic scientists
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who wish to evaluate their tools, even while claiming to judges
across the country that their tools are subject to peer review and
hence should be admissible as evidence in court [58]. This prac-
tice runs directly contrary to scientific values of peer review and
reproducibility, and presents one explanation for the dearth of inde-
pendent peer-reviewed validation studies of evidentiary statistical
software [95].

Even when vendors do offer defense counsel some access to
aspects of their software, they may demand onerous terms and
conditions that make the access largely ineffective for perform-
ing meaningful assessments. For instance, in one case involving
a popular probabilistic genotyping software, TrueAllele [35], the
vendor initially demanded that the defense team only access the
source code using a read-only iPad and only use pen and paper to
take notes. Only after extensive lawyering by a coalition of skilled
attorneys from across the country—a luxury that most criminal de-
fendants lack—was the defense team able to obtain more reasonable
terms of access [67, 114].

We echo the prior arguments in Wexler [123] that, at minimum,
judges should not extend trade secret law to block criminal defense
access to relevant information about how evidentiary software
works. Regardless of the precise information the defense is seeking
to obtain—source code, validation studies, executable versions of
software programs, etc.—vendors’ intellectual property interests
can be protected to the full extent reasonable by ordering disclosure
subject to appropriate protective orders. Trade secret law offers no
good reason to withhold such information from the defense.7

Broadly, vendor-imposed limits on defense access to evidentiary
software reflect more widespread barriers to criminal defense access
to data. For example, national DNA databases are available to law
enforcement to search for evidence of guilt, but are often unavail-
able to defense counsel to search for evidence of innocence [46]. The
same is true for fingerprint [47] and face matching databases [79].
Judges have interpreted federal law to make private sector digital
communications content databases available to law enforcement
but categorically barred to the defense [124]. We argue that these
access limitations should be reversed; There are no just reasons to
categorically deny defense counsel access to relevant data that they
need to investigate forensic evidence in their case.

Without access to data to run evidentiary statistical software
tools, defendants are at a disadvantage in both testing the software
to expose flaws in the government’s evidence of guilt, and in us-
ing the software to surface evidence of innocence. For adversarial
scrutiny to succeed, defendants need access to relevant evidence,
whether that means queries of forensic databases, software source
code, training data, or executables to run and test the software.

Access to Technical Experts. Even if defense counsel manage to ob-
tain meaningful access to software and data, they face another
substantial barrier to performing adversarial scrutiny: access to
experts. Defense counsel themselves are typically not trained to
do the kind of technical work required to scrutinize statistical evi-
dentiary software, and most defense offices lack the resources to
support specialized attorneys or staff with these skills. Hence, most

7Lawmakers have begun taking important steps to limit vendors’ ability to assert trade
secrets to block criminal defense scrutiny. See, for instance, the Justice in Forensic
Algorithms Act of 2021, H. R. 2438 (2021).

defense counsel will need to depend on outside experts. Yet, while
the Supreme Court has held, at minimum, that indigent defendants
in capital cases have a due process right to state-funded psychiatric
experts, [10] case law remains ambiguous as to whether indigent
defendants have a right to expert assistance in other contexts [52].

Further, the structure of the forensic science software market
tilts the pool of potential experts in favor of the prosecution, since
law enforcement and prosecution entities are the primary paying
customers—if not the developers themselves—and private develop-
ers build tools primarily to serve law enforcement needs [100, 107].
Specifically, employees of software vendors are ideally positioned
to gain expertise as to their own products, and sometimes testify
about the strengths of their tools on behalf of the prosecution.8
However, these employees can hardly be expected to volunteer
information about the weaknesses of their tools for use by the de-
fense. To fill this gap, defense counsel may seek to rely on academic
experts. But here again they face obstacles. Defense counsel have
limited opportunities to identify the right academics and to pro-
vide them with sufficient incentives and training. In recent years,
there have been efforts, such as the nonprofit, PDQuery [91], which
seek to address this problem by providing a matching service to
connect technical expert volunteers with public defenders. More
innovations of this sort are needed at scale.

In sum, defense counsel now confront a growing number and
diversity of evidentiary statistical software used in an increasing
number of cases without access to the technical expertise they need
to adequately evaluate these tools.

AWay Forward
Beyond the reforms mentioned above—specifically, eliminating
trade secret barriers for criminal defense access to relevant evi-
dence, ensuring defense access to relevant data, and scaling existing
efforts to match criminal defense counsel with volunteer academic
experts—we offer three additional proposals to help mitigate the
structural and institutional barriers to implementing our framework
for adversarial scrutiny of evidentiary statistical software.

First, our adversarial scrutiny framework provides an opportu-
nity for the computational academic community to contribute in
ways beyond serving as experts in individual cases. Namely, aca-
demic scientists could create, sign, and publicly distribute generic
affidavits that are ready to file in court and that attest to known
issues from existing research and the current state-of-the-art for
various evidentiary statistical software tools. The affidavits could
support the selection of the input distribution and performance
check in our framework using existing research and known lim-
itations of the task that the software purports to perform. The
affidavits could also do the challenging work of translating expert
knowledge to make it accessible to generalist judges and lay jurors.
In short, these affidavits could provide an off-the-shelf resource for
defense counsel who are scrutinizing the software in any specific
case.

Second, academic scientists could create off-the-shelf testing
tools that would allow for checking for different cases in a more
streamlined way, requiring less expertise and time from the defense.

8See, e.g., https://www.cybgen.com/information/newsroom/2016/apr/files/B-Perlin-
second-declaration.pdf.
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Rather than starting from scratch for each case, defense counsel
could instead use an existing tool corresponding to a particular
evidentiary software to enter the most relevant input to their case at
hand and test for the tools’ performance. An important component
of such testing tools enabling adversarial scrutiny would also be
comprehensive databases of input (e.g., DNA samples) so that the
defense can easily select relevant subsets of the data to stress test
the statistical software in question.

Importantly, our proposal for scientific communities to provide
off-the-shelf affidavits and testing tools does not serve as a substi-
tute for defense offices having the appropriate expertise and time
to conduct adequate scrutiny, but aims to ease the burden on these
offices by sharing information that is currently present in scientific
communities.

Third, we advocate for government funding for public defender
offices to hire specialized technical staff who can perform robust
adversarial testing in-house. The Digital Forensics Unit (DFU) of
The Legal Aid Society of New York City offers a ready model. The
DFU integrates technologists and defense attorneys in a single
unit to enable coordinated advocacy across computer science and
law [115].

Prior commentators have emphasized the importance of indepen-
dent audit and oversight bodies to help ensure the fair and accurate
use of new AI and other software products in high stakes settings
such as the criminal legal system. We agree that such independent
audit and oversight bodies are essential to improve the quality of
forensic evidence in the courts. This includes government oversight
bodies that take a neutral role, such as the National Institute of
Standards and Technology and the recently disbanded National
Commission on Forensic Science [85].

Yet, oversight committees tasked with neutral evaluations of
forensic science methods are not ideally situated to perform the
kinds of stress-tests we envision for adversarial scrutiny of eviden-
tiary statistical software. Rather, public defender offices provide
a natural home for technical staff to perform adversarial scrutiny
because these offices are already committed to zealous advocacy
on behalf of the accused. We hope that placing technical auditors
inside public defender offices will protect against industry capture.
Further, by placing technical staff inside public defender offices,
we directly empower defense lawyers and their clients, who often
belong to the most marginalized communities that are dispropor-
tionately harmed by faulty forensics [109].
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A EXAMPLE EVIDENTIARY SOFTWARE
In Table 1, we present examples of different categories of evidentiary
software as well as examples of known products for each such
category.

B THE RULES OF EVIDENCE THAT APPLY TO
SOFTWARE OUTPUT

Introducing software output as evidence against a criminal de-
fendant at trial can implicate several legal rules that control the
admissibility of evidence. This section presents an explanation of
those rules for a general audience.9 Notably, the overall thrust of
the rules favors lenient admissibility, meaning more evidence will
be admitted and thus seen by the jury rather than excluded by the
judge and kept away from the jury. This overall thrust reflects a
policy preference for trusting juries to weigh evidence in reaching
their ultimate judgment in the case, rather than empowering the
judge to weigh the evidence in advance and keep information secret
from the jury merely because the judge believes is unworthy of
consideration. The lenient thrust of the rules also reflects a policy
choice to rely on the adversarial process of cross-examination by
lawyers during trial to educate the jury about the strengths and
weaknesses of each piece of admitted evidence to enable the jury
to perform that weighing function. While those two policy pref-
erences operate in the background of most if not all of the rules,
there are exceptions that increase the judge’s gatekeeping role for
information that a jury might be less equipped to understand.

B.1 Relevance and Prejudice
At the most general level, the rules for relevance and prejudice
apply to software output. Like all other evidence, the judge must
exclude software output if they are irrelevant to the case [3, 4].
Additionally, the judge has the discretion to exclude the output if
their probative value would be "substantially outweighed" by a risk
of unfair prejudice, confusing or misleading the jury, or wasting
time [5]. Resource disparities between the parties are a potential
source of prejudice. For instance, consider demonstrative models
that simulate a party’s theory of the case. A flashy CGI simulation
depicting how an automobile crash could have occurred had the
defendant been at fault might have a substantial persuasive effect
on the jury. Meanwhile, the defendant might lack the resources in
money, time, or expertise to produce an alternative CGI simulation
depicting how the same crash could have occurred had the plaintiff
been at fault. To correct the risk of one-sided persuasive force in
such circumstances, Law Professor and U.C.L.A. Law School Dean
Jennifer Mnookin has argued that parties should have a right to
test their adversaries’ demonstrative models with alternative input
and present the results to the jury as a simulation of an alternative
theory of the case [84]. To date, however, the vast majority of courts
have neither required any such equalizing measures nor relied on
resource disparities to exclude demonstratives from evidence as
unfairly prejudicial.

9We focus on the Federal Rules of Evidence, which are substantially similar to the
evidence rules for most state jurisdictions. A significant number of states have an
alternate Frye rule for the admissibility of scientific evidence that differs from the
standard in federal court. Accordingly, Frye is also discussed in the expert evidence
section.

B.2 Authentication
Beyond the relevance and prejudice rules, introducing software
output as evidence can also implicate the authentication rules. Fun-
damentally, the authentication rules require a party to introduce a
physical object as evidence (rather than oral testimony from a wit-
ness) to show that the object is what the party claims it is–in other
words, that it has not been forged or tampered with or misidenti-
fied. For instance, is this the weapon or bag of white powder that
police found at the crime scene? Is this the defendant’s signature
on the confession or voice in the recording? Does this photograph
accurately depict the crime scene?

Applying the authentication rules to software output can be
complex, but the key questions are analogous. Is the data that a
Cellebrite machine extracted from a tablet identical to the data
that the tablet contained before it was connected to the Cellebrite
machine [7]? Is the content on this Facebook page authored by the
personwhose name and photograph the page displays [120]? Does a
tack generated by aGoogle automated process when a human enters
longitude and latitude coordinates into google maps accurately
depict which side of the U.S.-Mexican border those coordinates
lie [119]?

Importantly, the showing of authenticity that is required to pass
the admissibility stage is minimal. The proffering party need only
show sufficient evidence for a reasonable jury to conclude that
the object is authentic. The rationale behind the low admissibility
threshold is that, once the object is admitted into evidence, the
opposing party will have an opportunity to challenge its authentic-
ity before the jury. The jury will then get to decide whether they
believe that the object is what its proponent claims it is. If the jury
decides it is a fake or has been mislabeled, then the jury presumably
will not rely on it to reach judgment in the case [94].

Sometimes, a party introducing physical evidence can authen-
ticate it using testimony from an ordinary witness who applies a
mode of everyday reasoning that is familiar to the jury. For exam-
ple, a party seeking to introduce sufficient evidence to support a
reasonable jury’s finding that a recorded voice is the defendant’s
voice might call the defendant’s co-worker to testify. Assume the
co-worker worked closely with the defendant for many years and
has developed personal knowledge of what the defendant’s voice
sounds like. The co-worker can testify that, in their "lay witness"
opinion, the recorded voice is the defendant’s. There is nothing
mysterious or unfamiliar about the co-worker’s mode of reasoning.
If the jurors believe that the co-worker is telling the truth, then they
can draw on their own everyday experience to assess the reliability
of the co-worker’s opinion.

Other times, however, no such lay witness is available. In that
case, the party seeking to introduce the recordingmight hire a foren-
sic analyst to authenticate it. The analyst might, in turn, deploy a
software program to analyze and compare the audio characteris-
tics of the recorded voice and the defendant’s voice and generate
a statistical likelihood that the two voices match. Based on the
software output, the analyst can testify that, in their "expert wit-
ness" opinion, the recorded voice is the defendant’s. But this time,
the analyst’s mode of reasoning is highly technical and unfamiliar
to jurors drawing on their everyday experiences. It is far more
challenging for the jury to properly assess the reliability of the
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Category Products

Breath Testing Alcotest 9510 [38], Intoxilyzer 8000 [29], LX9 Breathalyzer [77]
Digital Device Extraction Forensics Cellebrite Universal Forensic Extraction Device (UFED) [22], GrayKey [53], Magnet AXIOM [78]
Environment Audio Detection SENTRI (Sensor Enabled Neural Threat Recognition and Identification) [104], ShotSpotter [106]
Probabilistic Genotyping FST (Forensic Statistical Tool) [66], STRMix [61], TrueAllele [35]
Toolmark Analysis Correlation Engine [117], Matchpoint [118]

Table 1: Example categories of evidentiary software and a sample of known products for each category.

testimony. As a result, in these types of circumstances, the legal
rules impose an additional gatekeeping responsibility on the judge
to make sure that the expert’s analysis meets a minimum level of
reliability before admitting the evidence to the jury.

B.3 Expert Evidence Rules
When experts testify based on technical or scientific modes of rea-
soning that are unfamiliar to everyday jurors, the party seeking
to introduce evidence has to make an additional showing that the
expert’s testimony is based on reliable methods that have been
reliably applied. There are two leading standards across federal and
state jurisdictions: Daubert and Frye [26]. Daubert gives judges
flexibility in how they choose to make the reliability determination,
but encourages them to consider the following series of factors:
"whether the theory or technique in question can be (and has been)
tested, whether it has been subjected to peer review and publi-
cation, its known or potential error rate and the existence and
maintenance of standards controlling its operation and whether
it has attracted widespread acceptance within a relevant scientific
community [36]." The test in Frye jurisdictions focuses on one fac-
tor: whether a method is "sufficiently established to have gained
general acceptance in the particular field in which it belongs [44]."

The Daubert and Frye standards have garnered widespread and
longstanding debate. A 2009 report by the National Academy of Sci-
ences and a 2016 report by the President’s Council of Advisors on
Science and Technology both raised the alarm that judges in crim-
inal cases are admitting substantial amounts of expert testimony
based on methods that have not been adequately validated and
have no known or knowable error rates. For instance, the PCAST
report identified probabilistic genotyping software systems, or soft-
ware that purports to calculate the likelihood that a defendant’s
DNA is present in a complex or degraded mixture of DNA evidence
found at a crime scene, as a forensic method that needs more robust
validation to determine reliability.

Beyond these critiques from the scientific community, known
structural disparities also bias the adversarial process in which
judges make their Daubert or Frye admissibility determinations.
For example, prosecutors are generally the party seeking to intro-
duce a novel forensic method. In most courts, prosecutors have
more resources and access to expertise than do criminal defense
counsel. This puts them at an advantage in persuading a judge that
the novel method or technique is reliable. Moreover, prosecutors
can elect to introduce the method in a case with facts favoring
admissibility, encouraging judges to find the method valid in the
initial hearing. Subsequence courts often rely on the initial judge’s
assessment rather than conducting another foundational reliability

hearing. For software systems specifically, vendors may assert in-
tellectual property rights to withhold methodological information
about how the system works, such as source code. Or analysts may
assert privacy interests in keeping certain data secret. Those types
of assertions raise the burden on defense counsel seeking to access
information to conduct an adversarial scrutiny of the methods to
identify potential flaws or weaknesses for the judge. If the burden
to defeat an intellectual property or privacy claim is too high, de-
fense counsel may be blocked entirely from accessing information
necessary to conduct adversarial review.

B.4 Hearsay and the Confrontation Clause
Finally, other Evidence Law rules that one might expect to control
the admissibility of software output do not, under current doctrine,
apply. This includes the hearsay doctrine, which restricts the ad-
mission of assertions by an out-of-court declarant introduced to
prove the truth of the matter asserted. The policy rationale behind
this rule is that we want witnesses to come to court and make their
assertions from the stand, where they can be placed under oath, ob-
served by the jury, and subjected to cross-examination. Courts have
generally held that software systems do not make assertions, and
therefore the hearsay rules do not apply to require the production
of the developer, designer, or any other person who could be sub-
jected to cross-examination about how the system works. Similarly,
courts have generally determined that a criminal defendant’s Sixth
Amendment right to confront and cross-examine their accusers
does not apply to raw data generated by a machine. To be sure,
the Confrontation Clause may require the prosecution to produce
the analyst who operates the machine for cross-examination by
the defense. But most courts addressing this issue have declined
to require the prosecution to produce the software developer–or
indeed anyone with a detailed understanding of how the system
works–for cross-examination by the defense.
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