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ABSTRACT
Feature attributions are a common paradigm for model explana-

tions due to their simplicity in assigning a single numeric score

for each input feature to a model. In the actionable recourse set-

ting, wherein the goal of the explanations is to improve outcomes

for model consumers, it is often unclear how feature attributions

should be correctly used. With this work, we aim to strengthen and

clarify the link between actionable recourse and feature attributions.

Concretely, we propose a variant of SHAP,Counterfactual SHAP (CF-
SHAP), that incorporates counterfactual information to produce

a background dataset for use within the marginal (a.k.a. interven-

tional) Shapley value framework. We motivate the need within the

actionable recourse setting for careful consideration of background

datasets when using Shapley values for feature attributions with

numerous synthetic examples. Moreover, we demonstrate the effi-

cacy of CF-SHAP by proposing and justifying a quantitative score

for feature attributions, counterfactual-ability, showing that as mea-

sured by this metric, CF-SHAP is superior to existing methods when

evaluated on public datasets using tree ensembles.

CCS CONCEPTS
• Computing methodologies→Machine learning; Artificial
intelligence; Classification and regression trees; Supervised learn-
ing by classification; • Human-centered computing→ Human
computer interaction (HCI).

KEYWORDS
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1 INTRODUCTION
Government regulators are placing increasing emphasis on the

fairness and discrimination issues in decision making processes

usingmachine learning algorithms in high-stakes context as finance

and healthcare. For example, the European Commission [14] put

particular emphasis on the right to explain AI systems decisions

while the U.S. credit regulations [63] are even more specific as they

prescribe that automatic decisions must be explained in terms of key

factors that contributed to an adverse decision. At the same time,

in the academic literature several techniques have been proposed

to address this issue (see [2, 6, 12, 20] for an overview).

In the context of local explainability many approaches on which

researchers have focused in the last years are based on the notion

of feature attribution, i.e., distributing the output of the model for a

specific input to its features (e.g., [38, 40, 51]). In this paper in par-

ticular we will focus on SHAP, one of the most popular techniques

to generate local explanations based on the notion of Shapley value

[54] from game theory. Shapley value-based frameworks for Ex-

plainable AI (XAI) consider each feature as a player in am-person

game to fairly distribute the contribution of each feature to the

output of the model. To do so they compare the output of the (same)

model when a feature is present with that of when the same feature

is missing. There are two main limitations with this approach that

have been raised in the literature:

(a) It is not clear how to define the output of the model when a

feature is missing. The most common approach is to estimate

it as an expectation over a background distribution of the

input features [39].

(b) There is no explicit guidance provided on how a user might

alter one’s behavior in a desirable way [33].

Another popular area of research has developed around counter-
factual explanations, also known as algorithmic recourse, i.e., given
a specific input one must find the “closest possible world (input)”

[67] that gives rise to a different outcome. In practice, this means

that these approaches aim to find (one or more) points that are

(1) close to the one we want to explain; and (2) “plausible” (where

plausibility can be defined in different ways in the literature, see

[32] for more insights). Counterfactual explanations have two main

limitations:

(a) Most of the approaches in the literature are limited at finding

a single counterfactual point. While this may give the user

a clear understanding of what they could do in order to

https://orcid.org/0000-0003-2964-4638
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reverse an adverse outcome, it does not allow them to choose

changes that are more suited for them.

(b) While there has been some attempt at generating diverse

sets of counterfactuals (e.g., [43, 53]), there is no consensus

on how to limit the cognitive load for the user caused by the

sheer amount of information that is provided, or – in other

words – on how to provide a more amenable explanation

(in terms of size), as advocated also from a social science

perspective [41].

In this paper we present how these two general approaches for

explainability can be combined in order to provide a counterfac-
tual feature attribution grounded on the game-theoretic approach

afforded by Shapley values that we call Counterfactual SHAP (CF-
SHAP). We are motivated by the desire to retain the simple form of

explanation provided by feature attributions, while introducing the

actionability properties of counterfactual explanations.

In particular, our contributions are as follows.

• We enumerate the assumptions that are necessary to inter-

pret Shapley values in a counterfactual sense and discuss

what it means for a feature attribution method to demon-

strate counterfactual behaviour.

• We introduce a general framework tomeasure the counterfactual-
ability of a feature attribution as a way to quantitatively

evaluate its ability to suggest to the user how to act upon

the input in order to overcome an adverse prediction.

• In order to achieve higher counterfactual-ability, we propose

to (1) use (a uniform distribution over) a set of counterfac-

tuals as the background distribution for the computation

of Shapley values and (2) to enrich the explanation with

guidance on the direction in which to change the features,

yielding the CF-SHAP algorithm.

• We benchmark CF-SHAP against baseline feature attribution

techniques. CF-SHAP, using 100-nearest neighbours as a

simple counterfactual generation technique, is shown to

have the best counterfactual-ability on 3 publicly available

datasets.

We note that in this paper we concentrate on tree-based models

for the following reasons: (1) in the context of classification and

regression for tabular data, tree-based ensemble models as XGBoost,

CatBoost, LightGBM and Random Forest are deemed as the state-

of-the-art in terms of performance [56] and therefore are widely

adopted in many industries including finance [61]; (2) interven-

tional Shapley values can be computed exactly and efficiently for

tree-based models using the algorithm proposed in [37].

2 BACKGROUND
In the remainder of this paper we consider a trained binary classi-

fication model f : X → Y where X = Rm and Y = R. We define

the decision function F : X → {0, 1} with (binary) decision threshold
t ∈ R as

1

F (x) =

{
1 if f (x) > t

0 otherwise

.

1
We use lower-case bold symbols to indicate vectors (e.g., x ) and non-bold symbols to

indicate scalars (e.g., xi ).

We refer to f (x) as the model output and to F (x) as the model

prediction or outcome.
Note that, without loss of generality, if not otherwise specified

we use t = 0 as decision threshold. Moreover, without loss of

generality, we assume that an input x ∈ X such that F (x) = 1 is an

adverse outcome for the user, e.g., the rejection of a loan application.

We also note that the results in this paper can be trivially generalized

to multi-class models.

2.1 Shapley values
The Shapley values method is a technique used in classic game

theory to fairly attribute the payoff to the players in anm-player

cooperative game. Given a set of players F = {1, . . . ,m} and the

characteristic functionv : 2
F → R of a game Γ Shapley values fairly

attribute the payoff returned by the characteristics function to each

player.

In the context of machine learning models the players are the

features of the model and several ways have been proposed to sim-

ulate feature absence in the characteristic function (e.g., retraining

the model without such feature [60]). In this paper we use the ap-

proximation of the characteristic function proposed in [38] and [37]

(SHAP) that simulates the absence of a feature using the marginal

expectation over a background distribution D.

Formally, the Shapley value of player i is defined as:

ϕi =
1

m

∑
S ⊆F\{i }

(
m − 1

|S |

)−1

[v(S ∪ {i}) −v(S)]

where v(S) = Ex ′∼D

[
f (xS ,x

′
F\S )

]
where Ex ′∼D denotes the expected value under the distribution

D and with an abuse of notation f (xS ,x
′
F\S ) indicates the output

of the model with feature values x for features in S and values x ′

for feature values not in S .
We will henceforth refer to the space of Shapley values Rm as Φ

and to the Shapley values vector of x as ϕ.

2.2 Counterfactual Explanations
In its basic form, a (local) counterfactual explanation (CF) for an

input x is a point x ′
such that (1) x ′

gives rise to a different predic-

tion, i.e., F (x) , F (x ′), (2) x and x ′
are close (under some distance

metric) and (3) x ′
is a “plausible” input. This last constraint has been

interpreted in several ways in the literature, it may involve consid-

erations about sparsity (e.g., [57]), proximity to the data manifold

(e.g., [45]), proximity to other counterfactuals (e.g., [44]), causality

(e.g., [31]), actionability (e.g., [47, 64]) or a combination thereof (e.g.,

[13]). A plethora of techniques for the generation of counterfactuals

exist in the literature using search algorithms (e.g., [3, 4, 58, 67]),

optimization (e.g., [28]) and genetic algorithms (e.g., [55]) among

other methods (we refer the reader to [29, 32, 59, 65] for recent

surveys).

In the scope of this paper we need to consider only counter-

factual explanation methods that are (1) able to generate a set of

(multiple) counterfactuals and (2) do not require the model to be

differentiable since we focus on tree-based models. We note that

few counterfactual explanation techniques satisfying both of these

requirements exist in the literature
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Figure 1: Effect of different choices of background dataset on the Shapley values (ϕ) of the same input (x) with the samemodel.
Red regions correspond to areas of the feature space where the decision is adverse, i.e. F (x) = 1, with blue regions representing
the opposite, i.e. those x ∈ X for which F (x) = 0. Coloured arrows and scatter points represent the directions of the Shapley
values vector and the background datasets used for their computation, respectively.We note how input-invariant distributions
(i, ii, iii) do not give rise to SHAP values providing actionable guidance to overcome the adverse outcome; when using instead
a set of counterfactuals (iv) a more actionable explanation is obtained (see Section 3.1 for more details).

3 COUNTERFACTUAL SHAP
In general, Shapley values do not have an obvious interpretation in

counterfactual terms, this means that they do not provide sugges-

tions on how a user can change their features in order to change

the prediction [5, 33]. We argue that this is due to 2 main reasons:

(1) the “arbitrary” choice of background distribution for the com-

putation of Shapley values and (2) the lack of guidance on the best

direction of the change for each of the features. We now discuss in

details this two aspects.

3.1 Choice of the background distribution
Shapley values describe the contributions of the players (features)

to the game payoff (model output). In the context of machine learn-

ing model explainability an important assumption is made: the

simulation of each feature’s absence in the cooperative game using

a background distribution D. As pointed out in [39], this means

that Shapley values explain a prediction of an input in contrast to
a distribution of background points. In practice, the background dis-

tribution is taken as a uniform distribution over unit point masses

at a finite number of points, called the background dataset.
Therefore, the background dataset should be chosen according

to the contrastive question that one aim to answer. We list some of

the most common distributions that have been proposed.
2

Training set DTRAIN [22, 23, 38]. The training set, including the

samples that are labelled and/or predicted of being of the

same class of the input.

Differently-labelled samples DD-LAB [24, 25]. The samples in

the training set labelled differently than the input.

Differently-predicted samples DD-PRED(f ) [24, 25]. The sam-

ples in the training set predicted with a different class.

These choices of background dataset have in common the fact

that they are defined a priori, i.e., given a model, they are equal

2
We note that these distributions are often too large to use in practice, and instead

the background dataset is obtained by sub-sampling or using k-means to generate a

number of medoids [22, 23, 38].

for all the inputs. This means that we are contrasting an input x
with a (input-invariant) distribution D that may potentially be

very different from x . This can give rise to explanations that are

sometimes misleading for a user who is typically interested in

understanding which features led to their adverse outcome (in

order to reverse it) [41]. In other words the constrastive question

that we are answering with the Shapley values is not tailored to

the specific input (user) and therefore instead of answering the

question of “Why was a user rejected when compared to similar

users that were accepted?” we will be answering the more generic

question of “Which features are most important in making my

outcome different from that of other (accepted) users?” (who are

potentially very different from x ).
The example in Figure 1.i shows an explanation where the back-

ground dataset is the training set, and we note that the Shapley

values suggest that Feature A negatively contributed to the model

output; this means that the current value of Feature A is “protective”

against rejection when put in contrast with the expected output

of the model obtained when using the background distribution

DTRAIN . This may be useful information for the model develop-

ers but it does not allow one to gain any (actionable) insight
unless we assume access to the underlying distribution DTRAIN .

In fact, this explanation only informs the user that their Feature

A value has a positive impact when contrasted to typical Feature

A values, but it does not either (a) advise them on how they can

change their features in order to overcome the (adverse) outcome;

or (b) inform them which features were most important in rejecting

their application.

Figures 1.ii and 1.iii showhow alternative (but still input-invariant)

background distributions (DD−LAB and DD−PRED , resp.) may im-

prove the explanations in terms of informing the user on which

features were most important in rejecting their application when

compared to other rejected samples, but they still lack the ability

of giving useful insight on which features were the most important

and therefore should be acted upon in order to reverse the adverse

decision F (x) = 1. This is due to the contrastive question being
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posed with respect to (a) samples that have much better (lower)

model outputs and (b) samples that have similar model output but

that are very different (in terms of distance in input space) from x .
Using a set of counterfactual points as the background dataset

mitigates the issues mentioned in the preceding example. In partic-

ular, using counterfactuals as the background dataset allows one

to answer a contrastive question that is (a) of interest for the user

because it is comparing x to samples that are similar to them (and

implicitly more “reachable”) and (b) more amenable in terms of

access to the underlying distributions. In fact, as mentioned ear-

lier, a useful interpretation of Shapley values-based explanations

requires access to the background distribution. Arguably, a user can

relate to a set of similar customers more easily than the training

set (that may contain very different users). For example, it would

be most useful in a credit lending context to compare customers

with new accounts and no mortgage to other customers in a similar

financial situation, while contrasting them to average customers,

including many home-owners with older accounts, may lead to less

actionable explanations.

We now formally define the Counterfactual SHAP values.

Definition 3.1. The Counterfactual SHAP values for an input

x ∈ X are the Shapley values for x computed using the follow-

ing characteristic function.

v(S) = Ex ′∼DC (f ,x )

[
f (xS ,x

′
F\S )

]
whereC is (the name of) the counterfactual technique used to obtain

the distribution DC (f ,x).

We note that, using a set of counterfactual points as a background

distribution (contrary to “classic” input-invariant background dis-

tributions), means that the background distribution depends on the

input x as reflected by Definition 3.1. We can appreciate the effect

of using counterfactuals as background dataset for the running

example in Figure 1.iv. We note how both features are deemed as

contributing to the rejection when compared to similar customers

that were instead accepted. And in fact, Feature A has a higher

importance than Feature B since the model is locally more sensitive

to Feature A than Feature B as shown by the sharper color gradient

in the horizontal direction.

3.2 Guidance on the direction of the change
As remarked in [5], feature attributions do not clearly provide guid-

ance on how to alter the features in order to change the prediction

of a model. In the case of Shapley values, this is due to Shapley

values providing information about the most important features

solely in terms of model output. In practice this means that the

Shapley value ϕi is not useful for understanding how one should

alter the feature i (i.e., increase or decrease it) in order to change the
adverse outcome. In other words, Shapley values identify features

that have a strong impact on the output, but not which inputs
values are associated to output values of interest. They are

therefore not useful in informing a user on what intervention on

xi is necessary to decrease f (x), and consequently overcome the

adverse outcome.

To address this issue we enrich the explanation provided by

Counterfactual SHAP values with the derived trends.

Figure 2: Effect of (the lack of) derived trends on the Shap-
ley values of two same inputs using the 10-NNas background
dataset. Coloured arrows and scatter points represent the di-
rections of the Shapley values vector and the background
dataset used for their computation, respectively. We note
that the derived trends better provide guidance for the di-
rection of change of the features that cannot be afforded by
the Shapley values alone (see Section 3.2 for more details).

Definition 3.2. The derived trends τ ∈ T for an input x ∈ X with

respect to a distribution DC (f ,x) are such that:

τi = sдn
(
Ex ′∈DC (f ,x )

[
x ′i
]
− xi

)
where sдn denotes the sign function

3
and T denotes the set of all

derived trends (vectors), i.e., T = {−1,+1, 0}m .

The derived trend τi for feature i will be +1 (−1) when the value

for the feature xi is lower (higher, resp.) than that of the counter-

factual distribution DC (f ,x). This means that, if τi = +1 the user

must act upon x increasing xi to get closer to the expected value

of DC (f ,x), whilst if τi = −1 they must act upon x decreasing xi
to achieve such goal.

To better understand the definition of the derived trends we can

consider the example in Figure 2.i, that shows two inputs x (0) and
x (1) with similar Shapley values ϕ(0) and ϕ(1), respectively. It is
evident that, despite Feature A being the most important feature

for both inputs, in order to overcome the adverse outcome for x (0)

Feature A must be decreased while it must be increased for input

x (1). This intuition is matched by the derived trends τ
(0)

A = −1 and

τ
(1)

A = +1 correctly suggesting that Feature A must be decreased

or increased to change the decision for the input x (0) and x (1),
respectively.

3.3 Counterfactual SHAP
After having described how the background distribution used for

the computation of Shapley values plays a key role in giving a

counterfactual interpretation to Shapley values and how expla-

nations can be enriched with derived trends to provide guidance

on direction of change of the features, we now formally define

Counterfactual SHAP explanations.

3sдn(x ) = −1 if x < 0, sдn(x ) = +1 if x > 0, and sдn(x ) = 0 otherwise.
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Definition 3.3. The Counterfactual SHAP explanation (CF-SHAP)

for an input x ∈ X with respect to a distribution DC (f ,x) is the
tuple (ϕ,τ ) ∈ Φ × T where ϕ and τ are, respectively, the Counter-
factual SHAP values and the derived trends for x with respect to

DC (f ,x).

We note that the various mathematical properties of Shapley val-

ues, and by extension SHAP values, have been studied in depth [36,

38, 52]. These properties typically fit with human intuition for fea-

ture importance and are used as part of the basis for justifying the

SHAP framework. Since Counterfactual SHAP values apply the

SHAP framework, Counterfactual SHAP also satisfies the key prop-

erties of additivity, missingness and consistency as defined in [38].

We provide a more thorough discussion in the supplementary ma-

terial (see Appendix B).

We now turn to the question of howwe can numerically measure

the “counterfactual-ability” of a feature attribution. We will tackle

this problem in Section 4.

4 COUNTERFACTUAL-ABILITY
We seek to formalise the notion that certain feature attributions will

be more useful for a model user in changing features to reverse an

adverse outcome. It is important to emphasise that predicting how

users might engagewith explanations is a very challenging problem,

and behaviour may vary dramatically depending on the context.

We do not claim to resolve this problem. However, we aim to set

up a flexible framework to measure the ability of an explanation

to help a user reverse an adverse decision (in Section 4.1), before

specialising this framework under certain sensible assumptions

about how a user could act on the explanations that they receive

(in Section 4.2).

4.1 General Evaluation Framework
To assess the counterfactual-ability of a feature attribution we first

use the explanation to generate what we call the induced counter-
factual point (from the explanation). Afterwards, we measure the

“goodness” of the induced counterfactual point based on the cost

that a user will incur when moving from the original input x to

the induced counterfactual. We expect a good feature attribution to

induce counterfactual points with lower cost and therefore higher

counterfactual-ability. In our evaluation framework the induced
counterfactual from the explanation (ϕ,τ ) represents the counter-
factual point towards which the user will tend to move (under some

sensible assumptions) with minimum cost (for the user).

To formally define such notions we will now define two concepts:

the cost function and the action function.
Cost Function. We measure the cost of changing an input x

into another input x ′ via a cost function. Formally, a cost function is

a function c : X × X → R+ where c(x ,x ′) is the cost for the user
of moving from x to x ′. A trivial example of cost function is the

Euclidean distance.

Action Function. In order to describe how a user acts upon the

inputx based on the information provided by the feature attribution

ϕ and the trends τ we use an action function. Formally, an action
function is a functionA : X×Φ×T→ 2

X
whereA(x ,ϕ,τ ) ⊂ X is a

subset of the input space describing sensible changes the user may

enact upon x when provided with an explanation (ϕ,τ ). We will

refer toA(x ,ϕ,τ ) as the action subset. Note that we do not constrain
the action subset to be finite.

Intuitively the output of an action function can be interpreted

as a subset of the possible options that a user may consider when

changing the input based on the information provided by the expla-

nation. For instance, a user may consider as possible options only

changes to the most important feature according to the explanation.

In the most extreme scenario a user may ignore the information

provided by ϕ and τ and therefore consider any change as a pos-

sible option; this would correspond to a constant action function

always returning the whole input space as the action subset. In

a more realistic scenario though, we expect the user to use the

information provided by the feature attribution and therefore we

expect the action subset to be a restricted subset of the input space,

e.g., allowing only changes to the top-3 most important features

according to ϕ and only in the directions suggested by τ .
Induced Counterfactual and Counterfactual-Ability. The

action and cost functions A and c describe, respectively, (1) how a

user may act upon x given an explanation and (2) how difficult it

is for a user to perform such actions. Given A and c , the induced
counterfactual for an explanation is then simply defined as the

counterfactual point lying in the action subset such that a user has

minimum cost to reach and the counterfactual-ability is the negation
of this cost. We now formally define the notions of counterfactual-

ability and induced counterfactual.

Definition 4.1. The counterfactual-ability CF (x ,ϕ,τ ) of an expla-

nation (ϕ,τ ) given an input x under an action function A and a

cost function c is defined as:

CF (x ,ϕ,τ ) = −c(x ,x ′) where x ′ = arg inf

x ′∈A(x ,ϕ,τ )
F (x ′),F (x )

c(x ,x ′)

and x ′ ∈ X is referred to as the induced counterfactual from (ϕ,τ )
given x under A and c .

Note that the action function is fixed for a given user; the goal in

fact is to compare how different feature attributions perform under

a (given) action function rather than optimising the action function

for a specific user. We note that, in the degenerate case in which

the action function is a constant function always returning the

whole input space, solving this optimisation problem is equivalent

to finding the counterfactual point x ′ with minimum cost from x .
Note that the more points are included in the action subset,

the smaller the counterfactual cost and therefore the larger the

counterfactual-ability. However, in order to realise the full potential

of the counterfactual-ability a user must be able to find the minimal

cost counterfactual within this subset, and this task is in general

intractable for a user with limited access to the model. We must

therefore make certain assumptions about the behaviour of a user.

We will introduce the precise assumptions that we make in the

following section, but our choices of action subsets will be restricted

to half-lines originating from the query point in the input space.

This choice emerges from the following informal assumption: a

user will make an effort to change certain features in response

to receiving an explanation, and the fraction of total effort that a

user puts into changing each feature is not dependent on the total

amount of effort that they expend. Assuming this, the action subset

takes the form of a line in a direction determined by the manner in
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Figure 3: Algorithmic intuition of the action function. The orange lines in (i) and (ii) correspond to the action subsets Ã2(x ,ϕ,τ )
(proportional) and Ā2(x ,ϕ,τ ) (random) as per definitions in Section 4.2. The corresponding orange points correspond to the
points x ′ in the action subset with minimum cost according to L2-norm, i.e., the induced counterfactuals. Note that the pro-
portional action subset (line) in (i) has the same direction of the Shapley values vector while the random action subset in (ii)
is uniformly distributed. Note that FA and FB are the cumulative distribution functions of Feature A and B, respectively. This
means that the feature axes are in the quantile space as per definitions of the action functions.

which the user chooses to apportion their effort in response to the

explanation given.

4.2 Instances of the Evaluation Framework
After defining the general concepts of action function and cost

function we now define some concrete instances that we use in this

paper. To do so, we start with a number of assumptions designed to

create sensible action and cost functions in the context of algorith-

mic recourse. Intuitively, the assumptions aim to cast the feature

attribution as a suggested direction for a user to move in feature

space, and the counterfactual-ability will therefore measure the

(negation of the) cost to reach the decision boundary along this line.

In the scope of this paper, we use the following set of assumptions:

Assumption 1: trend-aware recourse. When changing a feature

a user moves its value in the direction suggested by the de-
rived trend τ , e.g., if τincome = +1, a user will try to increase

their income (as opposed to reducing it) since this change is

more likely to give rise to a change in the prediction.

Assumption 2: adverse factors recourse. A user changes only

features with positive Shapley values, i.e, the features con-

tributing to the adverse prediction (as opposed to also im-

proving features that are already good).

Assumption 3: sparse recourse. A user changes only the k most

important features (with the highest Shapley values). In

many industry applications, e.g., the rejection of a loan ap-

plication, regulations require companies to provide only the

most important features [63] therefore making sensible to

assume that users have access only to the most important

features. The parameter k will control how many features a

user is allowed to change.

Assumption 4: recourse cost. We use the quantile shift as metric

to measure the cost of the recourse, a common metric in the

actionable recourse literature [64].

Regarding the way in which a user do a recourse we have 2

alternative assumptions that we will now introduce.

Assumption 5.A: proportional recourse. Auser change the fea-

tures proportionally to their Shapley values: the higher the

Shapley value the more a feature will be changed compared

to others. In some applications users may be provided not

only with the list of themost important features but also with

the magnitude of the Shapley values for each of the features.

The intuition behind this assumption is that some users may

tend to change more some features (i.e., of a greater quantile

shift) than others that are not deemed as important by the

Shapley values. We will denote the following action function

satisfying assumptions 1, 2, 3, 4 and 5.A with Ãk where k is

the number of top features that a user considers.
4

Ãk (x ,ϕ,τ ) ={
x ′ : Q(x ′) − Q(x) = −λϕ ⊙ τ ⊙ �k [ϕ],∀λ > 0,x ′ ∈ X

} (1)

where:

• Q : X → [0, 1]m is a function computing the quan-

tile
5
of each of the features with respect to the marginal

distributions in the training data;

• �k [ϕ] ∈ {0, 1}m is a (binary) indicator vector for the

top-k features in ϕ with positive Shapley value.
6

4
We use · and ⊙ to indicate the dot and element-wise product, respectively.

5Q : X → [0, 1]m takes a vector x and returns a vector Q(x ) with the marginal

cumulative probability for each feature, i.e., q = Q(x ) is such that qi = Fi (xi ) where
Fi is the cumulative distribution function of feature i (estimated from the training

set).

6
Formally the indicator vector �k [ϕ] for the top-k features in ϕ with positive Shapley

values is such that for every element �ki [ϕ] of �
k [ϕ]:

�
k
i [ϕ] =

{
1 if ϕi > 0 ∧ i ∈ arg maxS⊆{1, . . .,m}, |S |≤k

∑
i∈S ϕi

0 otherwise

In other words, �ki [ϕ] is 1 iff ϕi is positive and ϕi is among the k largest Shapley

value in ϕ , and 0 otherwise.
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Method Distribution Description

Counterfactual SHAP

CF-SHAP K -NN DK -NN(f , x ) K -nearest neighbours of x such that F (x ) = 1
†

Baselines

SHAP TRAIN DTRAIN Training set

SHAP D-LAB DDIFF-LAB Samples in the training set such that y = 1 (label)

SHAP D-PRED DDIFF-PRED(f ) Samples in the training set such that F (x ) = 1 (prediction)

Table 1: Explanation methods used in the experiments divided among CF-SHAP and baselines. (†) We used K = 100, see Ap-
pendix C for additional experiments with a smaller or larger number of neighbours K .

The intuition behind this action function is that the feature attri-

bution should provide a suggested direction to the user that takes

them towards the decision boundary; we reflect this in Equation 1

by using τ to limit change in a certain direction (Assumption 1) and

by using ϕ to enforce changes that are proportional to the feature

attribution (Assumption 5.A). However, realistic actions will not in-

volve changes to every feature; rather, a user may focus on making

changes to only the top-k most important features (Assumption 3)

that are adversely contributing to the prediction (Assumption 2);

we reflect this using �k [ϕ] in Equation 1. We use the quantile shift

as a normalised metric for recourse cost (Assumption 4), enforced in

Equation 1 by normalizing x and x ′ with Q. Finally, note that λ in-

tuitively represents the amount of effort that a user put in changing

their features, the higher λ the farther x ′ is from x .
The action subset induced by our action function is a semi-

infinite line in the normalized quantile input space in the direction

of the Shapley vector with its sign adjusted to match the monotonic

trend. To better understand this concept we can consider Figure 3.i,

showing an example of the action subset induced for an input x
and an attribution ϕ.

Assumption 5.B: random recourse. A user change the features

randomly. For every user a random “utility vector” will be

used to describe which features should be changed more

than others. The objective behind this assumption is two-

fold; firstly, it introduces an element of robustness in the

evaluation. In fact, we do not know how for different users

some features may be more or less costly to change, and us-

ing a random utility among the top-k features is an attempt

to model this situation. Secondly, in some real-world applica-

tions users may not be provided with the Shapley values of

each feature but only with a list of the top-k most important

features, therefore making the use of a proportional recourse

infeasible. We will denote the following action function sat-

isfying assumptions 1, 2, 3, 4 and 5.B with Āk where k is the

number of top features that a user considers.
4

Āk (x ,ϕ,τ ) ={
x ′ : Q(x ′) − Q(x) = −λrR ⊙ τ ⊙ �

k [ϕ],∀λ > 0,x ′ ∈ X
} (2)

where rR = (R1, . . . ,Rm ) is a vector of random variables follow-

ing the distribution R. Q and �k [ϕ] are defined as above. In our

experiments R will be a uniform distribution between 0 and +1.

We note that our choices of action function are just two instan-

tiations of the framework that we propose. We argue that casting

the explanation as a random direction in which an input point may

move (Assumption 5.B) is a more robust choice than casting ex-

planations in a proportional fashion (Assumption 5.A) as it makes

fewer assumptions on the user preferences, but we acknowledge

that there is no clear answer to the question of how different users

may act upon x given an explanation (ϕ,τ ) in full generality.

Cost Function. We measured the cost using two alternative def-

initions based on the features quantile shift: the quantile shift under

L1-norm (a.k.a., total quantile shift [64]) and L2-norm. Formally
5
:

cL1(x ,x
′) =

Q(x ′) − Q(x)
1

cL2(x ,x
′) =

Q(x ′) − Q(x)
2
.

We note that the instances of action and cost functions that we

propose implicitly assume that the changes to features are made

through interventions. We acknowledge that in some applications

in which a full causal understanding of the input space is possible,

one could instead resort to changes that take into consideration the

causal structure. We believe that this topic represents an interesting

future research direction (see Section 7).

5 EXPERIMENTS
In order to understand how Counterfactual SHAP (CF-SHAP) per-

forms we compared it against existing feature attribution tech-

niques. In particular, we compared CF-SHAP with SHAP using com-

mon input-invariant background distributions:DTRAIN ,DD−PRED
andDD−LAB . Table 1 summarizes the baselines that we considered

in our experiments. We refer to Section 3.1 for more details about

these distributions.

To generate counterfactual points for Counterfactual SHAP we

usedK-nearest neighbours (K-NN). In practice, to generate counter-
factual points for x we took theK nearest points to x in the training

set, such that their predictions were different from the prediction

for x . In our experiments we used K = 100 and the Manhattan

distance over the quantile space as distance metric for neighbours.

This distribution will be referred to asDK−NN (x , f ). We note that

we set K = 100 when running our experiments in order to allow for

a fair comparison with SHAP that, by default, randomly samples

100 points from the background distribution that it has been given.

We choose K-NN as technique rather than more complex coun-

terfactual generation engines because (1) few counterfactual gener-

ation techniques are able to generate multiple counterfactuals and
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Figure 4: Counterfactual-ability improvement (as defined in Section 5) of CF-SHAPwith respect to the baselines (SHAPTRAIN,
SHAP D-LAB,SHAP D-PRED). The plots show how the counterfactual-ability improves when varying the number of top-k
features a user has access to. In particular, this plots show the results for the improvement in counterfactual-ability under cL1

cost function and random recourse (Āk ). Each line represents a baseline.

even fewer a diverse set thereof, especially in the context of deci-

sion tree-based models; (2) most importantly, the choice of K-NN
as the technique for the generation of counterfactuals allows us

to showcase the performance of Counterfactual SHAP while sep-

arating it from the performance of the counterfactual generation

engine used. For example, using K-NN allows us to generate coun-

terfactual points that are on-manifold (since they are points of the

training set), an issue with which many counterfactual generation

techniques struggle [32].

To run the experiments we used 3 publicly available datasets:

HELOC (Home Equity Line Of Credit) [17], LC (Lending Club Loan

Data) [27] and WQ (UCI Wines Quality) [11]. For each dataset, we

trained an XGBoost model [10] and used TreeSHAP [37] to generate

explanations. We refer to Appendix A for more details about the

datasets and the experimental setup.

Counterfactual-ability.Counterfactual-ability represents a key
metric to evaluate explanations in counterfactual terms as it mea-

sures the ability of a feature attribution to help a user reverse an

adverse decision with minimal cost. We expect good feature attri-

butions to have higher counterfactual-ability. For each dataset, we

measured the percentage of times in which CF-SHAP has higher

counterfactual-ability than that of the baselines and subtracted the

number of times inwhich CF-SHAP has instead lower counterfactual-

ability. We measured this over 4, 000 rejected (i.e. with F (x) = 1)

random samples in the test set (or all of the rejected samples if less

than 4, 000 were available). Formally, we measure the improvement

in counterfactual-ability as follows.

Counterfactual-Ability

Improvement

= Ex ∈DF (x )=1

[
1

[
CF (x ,ϕ,τ ) > CF (x ,ϕBASE ,τ

G )
]
− 1

[
CF (x ,ϕ,τ ) < CF (x ,ϕBASE ,τ

G )
] ]

where (ϕ,τ ) and (ϕBASE ,τ
G ) are the the explanations for CF-

SHAP and the baseline, respectively, DF (x )=1
is the set of rejected

samples and 1 is the boolean indicator
7
. Figure 4 show the results

using the random action function (Ãk ) and the cost function with

L1-norm (cL1). We refer to the supplementary material (see Appen-

dix D) for additional results with alternative definitions of action

function and cost function. We report the main findings.

• Despite K-NN being a crude method for counterfactual gen-

eration, CF-SHAP beats (i.e., > 0%) the baselines for all 3

datasets.

• There seems to be a positive correlation between the number

of top-k features that are allowed to change and the improve-

ment in counterfactual-ability. This suggests that CF-SHAP

is able not only to find the top-1 most important feature to

change to reverse the prediction, but it is also better per-

forming than the baselines in identifying the top-2 and top-3

most important features that a user must change to reverse

an adverse outcome.

7
1[·] = 1 if the boolean expression · is true, and 1[·] = 0 otherwise.

• The results are robust with respect to the action function

(Āk or Ãk ) and cost function (cL1, cL2) used. We refer to

Appendix D for details on this results.

• Depending on the dataset the best choice for the hyper-

parameter K of K-NN ranges from K = 10 to K = 100. We

refer to Appendix C for detailed experiments on this hyper-

parameter.

We note that to allow for a fair comparison of the counterfactual-

ability of CF-SHAP with that of the baselines (1) we equipped

explanations that do not provide a derived trend with a “global”

trend τG obtained using the Pearson correlation of the features

and target values in the training set
8
; (2) in order to to implement

the random action function, we generated a random vector rR
(see Equation 2) for each sample. This means that, as one would

8
Formally, given the training set [X1, . . . , Xm ] , y , we define the global trend as a

vector τG ∈ {−1, 0 + 1}m such that:

τGi = sдn
(
ρXi ,y

)
∀i ∈ {1, . . . ,m }

where sдn is the sign function and ρXi ,y is the Pearson’s r between the column Xi
of the training set (corresponding to feature i ) and the labels vector y .
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Figure 5: Plausibility improvement (as defined in Section 5) of CF-SHAP with respect to the baselines (SHAP TRAIN, SHAP
D-LAB,SHAP D-PRED). The plots show how the plausibility improves when varying the number of top-k features a user has
access to. In particular, this plots show the results for the improvement in plausibility under L1-norm (pL1), cL1 cost function
and random recourse (Āk ). Each line represents a baseline.

expect, all explanation techniques have been tested using the same

“utility vectors” (one for each sample) modelling different users’

preferences on the features to change; (3) the counterfactual-ability

results are reported in relative terms to allow for the comparison

of explanations for which counterfactual-ability is −∞ (when no

induced counterfactual can be found in the action set).

Plausibility. As pointed out in Section 2.2, plausibility is an-

other important desideratum for counterfactuals. We expect a good

feature attribution to induce counterfactuals that are not less plausi-

ble than those that can be found using input-invariant distributions.

We measured the plausibility of the induced counterfactual in terms

of the density of the region in which it lies so that, in practice, we

computed the average distance of the induced counterfactual from

its 5 nearest neighbours (measured again using quantile shifts).

Formally, we measure plausibility in two ways:

pL1(x ,x
′) = −Ex ∗∈NN (x ′,5)

[Q(x∗) − Q(x ′)]
1

pL2(x ,x
′) = −Ex ∗∈NN (x ′,5)

[Q(x∗) − Q(x ′)]
2

whereNN is a functionNN : X×N>0 → 2
X
such thatNN (x ′,n) is the

set of then nearest neighbours of x ′. Similarly to the counterfactual-

ability, we computed the percentage of times in which CF-SHAP

has higher plausibility than that of the baselines and subtracted

the number of times in which CF-SHAP has lower counterfactual-

ability, i.e., formally:

Plausibility

Improvement

= Ex ∈DF (x )=1

[
1
[
p(x ,x ′CF−SHAP ) > p(x ,x ′BASE )

]
− 1

[
p(x ,x ′CF−SHAP ) < p(x ,x ′BASE )

] ]

where xCF−SHAP and xBASE are the the induced counterfac-

tuals for CF-SHAP and the baseline, respectively, and DF (x )=1
is

the set of rejected samples. We run the experiments over 4, 000

rejected (i.e. with F (x) = 1) random samples for each dataset. Fig-

ure 5 shows the results using random recourse (i.e., action function

Āk ) and total quantile shift cost (i.e., cost function cL1). We note

that CF-SHAP beats (i.e., > 0%) the baselines in plausibility for all

datasets and it is highly robust to the choice of plausibility normal-

isation, action function and cost function. We refer to Appendix D

for detailed results with alternative action function, cost function

and plausibility normalisation.

Execution Time. The execution time of CF-SHAP directly de-

pends on the execution time of (1) the counterfactual generation

technique and (2) the execution time of SHAP.We note the computa-

tional complexity of (Tree-)SHAP scales linearly with the size of the

background dataset [38]. Our experiments showed that CF-SHAP

has a similar execution time to the baselines. This means thatK-NN
do not add a significant overhead to the overall execution time of

CF-SHAP. In particular, CF-SHAP explanations could be generated

(on average) in as little as 620µs for the Wine Quality dataset, 646µs
for the HELOC dataset and 2646µs for the Lending Club dataset. We

refer to the supplementary material (see Appendix B) for a detailed

benchmark on the execution time of CF-SHAP.

6 RELATEDWORK
There has been recently an increasing interest in exploring the re-

lationship between feature importance and counterfactual explana-

tions. A recent work [69] has proposed a Bayesian decision theory-

based approach to the computation of the Shapley values. In partic-

ular the idea of [69] is to optimize the choice of the background dis-

tribution for the computation of Shapley values maximizing the ex-

pected reward for the user, i.e., D∗ = arg maxD∗⊆D Ex∼D∗ [r (x)],
under a certain reward function r . The work provides a theoreti-

cal framework for modelling user preference and beliefs but lacks

(by design) concrete (1) guidance on how to select D∗, (2) how to

update the reward function r based on the observed Shapley val-

ues and (3) how to interpret the feature attribution ϕ into practical

actions on the input x in order to (automatically) solve the optimisa-

tion problem without resorting to an update in human-in-the-loop

fashion.

Other works have proposed to fill the gap between feature at-

tribution techniques and counterfactual explanations by different

means than Shapley values. In particular, [42] and [55] propose
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techniques to generate feature attributions for differentiable mod-

els from a set of diverse counterfactual points but (contrary to us)

they use frequency-based approaches, i.e., they give higher attri-

bution to features that are more often changed in counterfactual

points. This implies that also features potentially ignored by the

model may receive a high feature importance because they are

correlated with other features that are really used by the model. As

remarked in [9] this behaviour may be desirable in some context as

medical sciences but not in others, as in the credit scoring scenario

in which users are ultimately interested in understanding why they

have have been rejected by the model rather than which features

correlate with rejection in the data. In [8] feature attributions are

generated by approximating the minimal adversarial perturbation

using an adversarially trained neural network on a (differentiable)

neural network-based surrogate model. This approach tends to

follow the most strictest interpretation of the “true to the model”

paradigm [9] enforcing only the class change but does not directly

allow for the enforcement of other constraints, e.g., regarding the

plausibility of such changes, as we do by providing a background

distribution that is based on counterfactuals.

Other works [15, 16, 48, 49] analyze the complementary problem

to that we analyze in this paper: they show how feature attribu-

tions can guide the search of counterfactuals (while we investigate

how techniques for the generation of counterfactuals can empower

better feature attribution).

In general, many works have explored how to evaluate coun-

terfactual explanations (e.g., [35, 50, 64]) and feature attributions

(e.g., [19, 34, 46]) but few proposed a quantitative metric to evaluate

feature attributions in counterfactual terms. In [70] the authors pro-

pose to evaluate feature attributions with a fidelity error for each
of the features that (differently from counterfactual-ability) can be

computed changing only a single feature at a time. We overcome

this limitation with the parameter k , controlling the number of

features that are allowed to change.

7 CONCLUSION AND FUTUREWORK
Towards the more general goal of unifying feature attribution tech-

niques and counterfactual explanations, we have shown how using

a set of counterfactuals as the background distribution for the com-

putation of Shapley values allows one to obtain feature attributions

that can better advise towards useful changes of the input in order

to overcome an adverse outcome. We have also highlighted that

the generation of feature attributions with a counterfactual intent

requires one to enrich explanations with additional information to

describe the direction of the change (i.e., the derived trends). We

proposed a new quantitative framework to evaluate such an effect

in terms of counterfactual-ability and plausibility based on the no-

tions of action and cost functions. We evaluated CF-SHAP on 3

publicly available datasets and highlighted that using simpler coun-

terfactual techniques such as those based on nearest-neighbours

within CF-SHAP performs better than existing feature attribution

methods.

Our proposal can be extended in several directions. Firstly, it

would be interesting to explore alternative notions of action and cost

functions, grounding their definition with findings in psychology

concerning how users interpret feature attributions and how they

consequently change their behaviour. For example, one possibility

would be to expand the definition of action function to take into

account user preferences for certain actions – this could be achieved

by coupling each “possible action” returned by the action function

with a probability. Secondly, testing our approach on different mod-

els (e.g., neural networks) and using (potentially model-agnostic)

counterfactual explanation techniques as [13, 21, 28, 29, 31, 50] rep-

resents another interesting future direction. Lastly, investigating

how the generation of feature attribution with a counterfactual

flavour connects with causality would also be of great interest. This

could be achieved by considering a conditional background distri-

bution in the computation of Shapley values [1, 18, 26, 62, 68] or

using counterfactual explanation techniques that explicitly make

use of causality, e.g. [30, 66].

From awider perspective, our work draws attention to some gaps

in the literature that we believe are worthy of further investigation.

On the one hand, the importance of techniques for the genera-

tion of diverse counterfactuals advocated by many practitioners

[43, 53, 57]. On the other hand, it highlights how few techniques

have the capabilities of efficiently generating diverse counterfac-

tual explanations in the context of non-differentiable models that

are among the most widely adopted in industry, e.g., ensembles of

decision trees.
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A EXPERIMENTAL SETUP AND
REPRODUCIBILITY

A.1 Datasets and Models
To run the experiments we used 3 publicly available datasets. Table 2

describes in details the datasets.

We split the data using a stratified 70/30 random train/test split

for HELOC andWINE. For LC we split the data using a non-random

70/30 train/test split based on the loan issuance date (available in

the original data).

We trained an XGBoost model [10] for each dataset. In particular,

we hyper-trained the parameters using Bayesian optimization via

hyperopt [7] for 2000 iterations maximizing the average validation

ROC-AUC under a 5-fold cross validation. To reduce model over-

parameterization during the hyper-parameters optimization we

penalized high model variance, i.e., for each cross-validation fold,

instead of usingAUCval , we usedAUCval + (AUCval −AUCtrain )
where AUCtrain and AUCval are the training and validation ROC-

AUC, respectively.

To compute the decision threshold (t ) we used the ROC-AUC

curve: we maximized the sum of the false positive rate (fall-out)

and true positive rate (recall). Table 2 shows the decision threshold

and the performance of each model.

A.2 Technical setup
The experiments were run using a c6i.8xlarge AWS virtual ma-

chine with 32 vCPUs (16 cores of 3.5 GHz 3rd generation Intel Xeon

Scalable processor) and 64GB of RAM. XGBoost parameter nthread
was set to 15.

We used a machine running Ubuntu 20.04. We used Python
3.6.13, shap 0.39.0, sklearn 0.24.2 and xgboost 1.3.3.

A.3 Source Code
The code to reproduce the experiments will be made available at

https://www.emanuelealbini.com/cfshap-facct2022.

A.3.1 SHAP Explanations. In order to compute Shapley values we

used the TreeSHAP [37] available through the TreeExplainer class
in the shap package

9
(for Python). We note that we computed the

Shapley values on the model output (default setting of shap). We

also remark that we used the interventional (a.k.a., non-conditional)

version of SHAP (default setting of shap).

A.3.2 K-Nearest Neighbours. To compute the K-nearest neigh-
bours implementation in sklearn.neighbours. To make our re-

sults indifferent to the size of the dataset we limited the k-nearest
neighbours to be selected among a random sample of 10, 000 sam-

ples from the training set.

B COUNTERFACTUAL SHAP ALGORITHM:
PROPERTIES AND EXECUTION TIME

We report in Algorithm 1 the procedure to compute Counterfactual

SHAP explanations.

9
The shap package can be found at https://github.com/slundberg/shap

B.1 Properties of Counterfactual SHAP
Wewill now discuss some of the properties of Counterfactual SHAP.

We note that Counterfactual SHAP is an additive feature attribu-
tion method as defined by [38] (or, equivalently, it satisfies additiv-
ity), i.e., f (x) = ϕ0 +

∑
i ∈F ϕi where ϕ0 = Ex ′∈DC (f ,x ) [f (x

′)]. We

also note that Counterfactual SHAP values satisfy all the properties

(local accuracy, missingness and consistency) satisfied by SHAP

values. This is true because such properties are satisfied by SHAP

values independently of the background distribution. In fact,

the definition of Counterfactual SHAP values diverges from the def-

inition of SHAP values only in terms of the background distribution

used in the characteristic function.
10

Additivity. As noted in Section 2.2 one of the objectives of coun-
terfactual generation techniques is to try to minimize the distance

between the input x and the counterfactual point x ′ and indirectly

the distance of x ′ from the decision boundary. Since Counterfactual

SHAP uses a set of counterfactual points as background distribu-

tion, we note that the closer (in terms of output) the generated

counterfactuals are to the decision boundary, the better the sum of

the Shapley values approximates the distance in model output of

the query instance from the decision boundary. Indeed, rewriting

the additivity property for Counterfactual SHAP we have∑
i ∈F

ϕi = f (x) − Ex ′∈DC (x ,f )
[
f (x ′)

]
.

When using Counterfactual SHAP the average model output

on the counterfactual distribution, Ex ′∈DC (x ,f ) [f (x
′)], should ap-

proximate the threshold output value t , although this does depend

on properties of the model and the counterfactual distribution. If the

model is continuous and the counterfactuals are selected to be on

the decision boundary then we will have Ex ′∈DC (x ,f ) [f (x
′)] = t ,

but this cannot be guaranteed theoretically for tree-based mod-

els. Empirically we see that Ex ′∈DC (x ,f ) [f (x
′)] approximates t

very closely for certain choices of counterfactual distribution. For

example, by projecting the K-nearest neighbours onto the deci-

sion boundary along the line to the query instance, we can obtain

a counterfactual distribution DC (x , f ) with Ex ′∈DC (x ,f ) [f (x
′)]

very close to the threshold (see Table 3). Using this counterfactual

distribution instead of the K-nearest neighbours themselves results

in extremely similar performance to that presented in Section 5, as

shown in Figure 6.

Linearity11. For Shapley values, linearity states that given coali-

tional games Γ and Γ′ with value functions v and w respectively,

then the Shapley values ϕi (v +w) for the summed game Γ+ Γ′ with
valuev+w are given by the sum ϕi (v)+ϕi (w) of the Shapley values
of Γ and Γ′. In the context of machine learning models, this axiom

states that for two models F1 and F2 and a fixed background
dataset the SHAP values for the summed model fΣ = f1 + f2 are
given by the sum of the SHAP values for f1 and f2. This property
is essential for rapidly calculating the SHAP values for ensemble

models, as for example in the TreeSHAP algorithm [37].

CF-SHAP involves the calculation of SHAP values, and as such

the linearity property as described above is inherited automatically

10
In [38] the characteristic function is denoted with fx while in this paper we use the

canonical notation v from the game theory literature.

11
The linearity property should not be confused with additivity used earlier in this

paper (a.k.a., local accuracy, or efficiency), i.e., f (x ) =
∑
i∈{0}∪F ϕi .

https://www.emanuelealbini.com/cfshap-facct2022
https://github.com/slundberg/shap
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Dataset

Size Decision Model Performance
†

Features Train Set Test Set Threshold
∗

ROC-AUC Recall Accuracy
‡

HELOC (Home Equity Line Of Credit) [17] 23 6,909 2,962 0.3985 79.6% 81.6% 72.9%

LC (Lending Club Loan Data) [27] 20 961,326 411,998 0.3824 69.6% 79.8% 56.0%

WINE (UCI Wine Quality) [11] 11 3,428 1,470 0.4614 83.2% 80.7% 78.2%

Table 2: Characteristics of the datasets and models used in the experiments. (∗) The decision threshold is reported here in
probability space (i.e., after passing the model output through a sigmoid); (†) performance metrics are computed on the test
set; (‡) we note that theAUC-ROC and recall are better suitedmetrics for this applications (i.e., a “bad” customer being accepted
is a more undesirable outcome than a “good” customer being rejected).

Algorithm 1 Counterfactual SHAP algorithm

procedure CF-SHAP(x , f )
DC ← C(x , f ) ▷ The set of counterfactuals DC is computed for x wrt. the model f using technique C .
ϕ ← SHAP(x , f ,DC ) ▷ The Shapley values ϕ for x wrt. background dataset DC and model f using SHAP.

τ ← Trends(x ,DC ) ▷ The trends τ for x wrt. background dataset DC are computed.

return (ϕ,τ ) ▷ Shapley values and trends are returned.

end procedure

Figure 6: Counterfactual-ability improvement (as defined in Section 5) of CF-SHAP 100-NN and CF-SHAP 100-NN∗ with re-
spect to the baselines. We note that CF-SHAP 100-NN and CF-SHAP 100-NN∗ have very similar performance in terms of
counterfactual-ability. (∗) indicates the variant of CF-SHAP K-NN that generates counterfactuals by projecting the K-nearest
neighbours onto the decision boundary along the line to the query instance.

HELOC LC WQ

CF-SHAP 100-NN 0.524610 0.268826 0.663118

CF-SHAP 100-NN
∗ 0.067102 0.080836 0.076111

SHAP D-LAB 0.330960 0.037210 0.567720

SHAP D-PRED 0.940211 0.693693 0.880631

SHAP TRAIN 0.437677 0.102876 0.456406

Table 3: Divergence of the average model output of the
points in the background dataset from the threshold t for
different distributions, i.e., |t − Ex ∈D [f (x)]| where D is the
background distribution used to compute the Shapley val-
ues. (∗) indicates the variant of CF-SHAP K-NN that gener-
ates counterfactuals by projecting theK-nearest neighbours
onto the decision boundary along the line to the query in-
stance.

for this calculation (allowing the use of efficient algorithms such as

TreeSHAP). However, the use of a fixed background dataset is an

important caveat. In CF-SHAP it is key that the background dataset

is tailored both to the individual query instance and also to the

model. Counterfactuals for one model may not be counterfactuals

for another model on the same dataset, and it is therefore not the

case that the CF-SHAP values for f1 + f2 are given by summing the

CF-SHAP values for f1 and f2. Thus, when viewing the Counterfac-

tual SHAP algorithm as a whole, we see that the linearity property

will typically not hold since the counterfactual distributions will

differ for different models.

This should not be seen as a limitation of Counterfactual SHAP,

but rather as a necessary consequence of tailoring the contrastive

explanations in a counterfactual way. Indeed, even using the SHAP

algorithm with the background dataset given by DD-PRED(f ), the
samples predicted differently by f , results in the failure of the

linearity property in this sense. This can be seen in Figure 7; this

figure shows two models in red and blue and the model that results
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Figure 7: Linearity for Counterfactual SHAP explanations: solid lines indicate the models’ (f1, f2 and fΣ = f1 + f2) decision
boundaries (F1, F2 and FΣ); the black point indicates the input x ; the coloured squares are samples of the background distribu-
tion DD−PRED (f ).

from their sum in green. For each model, we show points from the

data that are predicted differently by each of these models. All of

these points are counterfactual for their respective model, but the

points which are counterfactual for the blue model (say) are not

necessarily counterfactual for the red or green models.

B.2 Computational complexity
As one can deduce from Algorithm 1, the computation time of CF-

SHAP is simply given by the the sum of the time to compute the

counterfactual explanations, the Shapley values and the trends.

T (n) = TC (n) +TSHAP (n) +TT rends (n) = O(n)

where n is the number of (counterfactual) points in the background

dataset.

The computation time of the interventional variant of TreeSHAP

(that we use in this paper) depends linearly on the number of

samples in the background distribution [37], i.e., TSHAP (n) = O(n).
The computation time of the counterfactuals explanations depends

on the counterfactual generation technique that is being used. In

the case of k-nearest neighbours, the overall computation time

depends linearly on the number of neighbours generated, i.e., once

again TK−NN (n) = O(n). The computation of the trends is also

linear with respect to the number of counterfactual explanations

since it is a simple average, therefore TT rends (n) = O(n).

B.3 Execution Time: Experiments
To experimentally test the execution time of the explanation tech-

niques we recorded the (average) time taken by each explanation

technique to generate a single explanation.

Experiment setup. In particular, in order to estimate the ex-

ecution time for a single explanation, we run each explanation

algorithm on all the samples in the dataset for a time t > 0.1 sec-

onds; we then divide t by the number of explanations that the

method computed in such time frame. To account for error intro-

duced by the OS scheduler we run the experiments 10 times and,

HELOC LC WQ

Counterfactual SHAP

CF-SHAP 100-NN 646µs 2, 646µs 620µs
CF-SHAP 10-NN 189µs 419µs 165µs

Baselines

SHAP D-LAB (n = 100) 619µs 3, 024µs 652µs
SHAP D-PRED (n = 100) 597µs 3, 015µs 640µs
SHAP TRAIN (n = 100) 380µs 2, 209µs 408µs

Table 4: Execution time of different explanations tech-
niques. We report the (average) execution time to generate
the explanation of a single sample. n represents the number
of points in the random sample drawn from the background
distribution. Refer to Appendix B.3 for more details about
the setup.

since all the explanations techniques that we experimented with

are deterministic, we take the minimum execution time.

Results. The results are reported in Table 4. The main findings

are reported as follows.

• The impact of K-nearest neighbour computation on the

Counterfactual SHAP values computation is minimal. For

example, we can see from Table 4 that there is only a 4.3%

increase in execution time of CF-SHAP 100-NN with respect

to that of SHAP D-PRED (n = 100).

• The execution time of (Tree-)SHAP scales linearly with the

size of the background dataset confirming the theoretical re-

sults in [38]. This means that explanations techniques using

the full training or variants thereof (SHAP D-LAB/PRED)

have a considerably larger run-times than other techniques.

We remark that, in practise, to reduce the execution time

bottle-neck, such distribution are replaced with others ap-

proximating them, e.g., a random sample or of k-means

medoids.



FAccT ’22, June 21–24, 2022, Seoul, Republic of Korea Albini, et al.

Counterfactual-Ability Improvement (%)

K HELOC Lending Club Wine Quality

k = 1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 −8.6 −6.4 −18.1 −26.7 −31.7 −28.0 −13.8 −5.0 2.6 8.0 −0.4 11.5 8.2 8.2 8.5

3 −4.9 2.4 1.0 −2.4 −3.7 −19.2 −4.2 3.8 8.8 18.3 6.1 14.3 15.0 15.2 16.1

5 −3.1 3.9 4.2 2.6 2.4 −16.6 −0.6 6.6 10.2 20.3 8.2 17.2 17.0 16.7 18.7

10 −1.9 6.4 7.0 4.7 5.3 −14.0 2.4 6.7 13.0 21.6 9.6 19.0 17.8 18.9 19.1
20 −1.0 6.4 8.0 5.4 5.4 −12.2 2.1 6.2 12.4 19.5 10.5 18.0 18.3 18.8 18.5

50 −1.0 5.2 7.2 5.3 6.2 −9.5 2.4 5.7 11.2 18.4 9.4 18.3 17.8 15.3 13.7

100 −1.0 3.7 6.3 5.1 6.4 −7.8 1.6 5.0 9.8 17.1 7.9 15.3 15.2 12.0 9.7

250 −1.1 2.0 4.7 4.6 6.0 −4.4 2.1 3.9 8.9 13.2 4.6 8.6 5.2 0.9 −0.1

500 −1.2 1.4 3.7 4.0 5.8 −2.7 1.2 3.2 8.1 10.6 1.2 −1.6 −8.2 −14.8 −18.9

1000 −0.7 0.5 1.6 2.2 3.7 −1.2 0.8 1.8 5.5 7.7 0.7 −13.2 −26.6 −34.1 −37.0

Table 5: Counterfactual-ability improvement (as defined in Section 5) of CF-SHAP with respect to SHAP D-PRED (higher is
better) for different datasets when varying the number of nearest neighbors (K) selected as counterfactuals and the number
of features allowed to change (k).

C CHANGING THE NUMBER OF NEAREST
NEIGHBOURS (K)

The techniques based on K-nearest neighbours that we used to

compute counterfactuals in our experiments have as main parame-

ter the number of neighbours K . In this appendix we will provide

the results showing how the counterfactual-ability of explanations

changes when varying K . We remark, as already noted in Section 5,

that to allow for a fair comparison with Counterfactual SHAP, we

setK = 100 when running our main experiments. In fact, by default,

shap randomly sample 100 points from the a background dataset it

has provided with.

Experimental Setup.Wemeasured the improvement in counterfactual-

ability as described in Section 5 over 4, 000 explanations. For this

experiment we chose to compare against the toughest baseline to

beat: SHAP D-PRED. We varied the number of neighbors used by

CF-SHAP from 1 to 1000 and recorded the results.

Results. Table 5 reports the improvement in counterfactual-

ability of CF-SHAP when compared to SHAP D-PRED.

In particular, we note that:

• Depending on the dataset the best choice for the hyper-

parameter K of K-NN ranges from K = 10 to K = 100.

• Increasing the number of neighbours over 100 does not result

in an improvement in counterfactual-ability. This matches

with the intuition that increasing the number of counter-

factuals included in the background dataset means that the

explanation will be “less tailored” to the specific user (asso-

ciated with the input) x .
• Decreasing the number of neighbours under 10 does not re-

sult in an improvement in counterfactual-ability. This again

matches with the intuition that proving (too) few points as

background distribution makes the explanation less robust

because it reduces the ability of CF-SHAP to describe the

decision boundary. In particular, we can see how providing

a single counterfactual point results in a very sharp fall in

counterfactual-ability of the explanation.

D ROBUSTNESS TO DIFFERENT SETTINGS
To show the robustness of our evaluation we report additional

results for the experiments on counterfactual-ability improvement

and plausibility improvement under different action functions and

cost functions. In the main text we

Experimental Setup. We run the same experiments for the

counterfactual-ability and plausibility as reported in Section 5 using

alternative definitions of action function and cost function that we

have introduced in the paper. In particular in Section 5 we reported

the results for the improvement in counterfactual-ability (Figure 4)

and the improvement in plausibility (Figure 5) under the assumption

of:

• random recourse (i.e. using action function Āk ) and total

quantile shift cost (i.e., using cost function cL1).

In this appendix we report the results under the following alterna-

tive assumptions:

• random recourse (action function Āk ) and quantile shift cost
with L2 norm (i.e., using cost function cL2);

• proportional recourse (i.e., using action function Ãk ) and
total quantile shift cost (i.e., using cost function cL1);

• proportional recourse (i.e., using action function Ãk ) and to-

tal quantile shift cost under L2 norm (i.e., using cost function

cL2).

Results. Figure 8 and 9 shows the results for the improvement

in counterfactual-ability and plausibility, respectively, under these

different assumptions. We note that both the counterfactual-ability

and the plausibility experiments results are highly robust to the

choice of action and cost function. This suggests that the CF-SHAP

performs better than the baselines also when changing the underly-

ing assumptions on how users may act on the explanation (action

function) and how users measure the cost of the recourse (cost

function).
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Figure 8: Improvement in counterfactual-ability under different assumptions (i.e., using alternative definitions of action func-
tion and cost function). This is the equivalent of Figure 4 under different assumptions. See Appendix D for more details.

Figure 9: Improvement in plausibility under different assumptions (i.e., using alternative definitions of action function and
cost function). This is the equivalent of Figure 5 under different assumptions. See Appendix D for more details.
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