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ABSTRACT
AI systems can bring great benefits to our healthcare systems, e.g.
by improving patient outcomes. Yet implementing them into clinical
practice remains challenging. To bridge the gap between academic
research and design implementation, we argue clinicians need trans-
parency about such systems that is meaningful—i.e. contextually
appropriate—to them. Towards this, we explore recent HCXAI rec-
ommendations for building transparent AI systems for users in a
specific domain: gynaecology. By better understanding clinicians’
perspectives on meaningful transparency, our aim is to comple-
ment and help operationalise such recommendations. We conduct
a co-design workshop and interviews with n=15 gynaecologists
in the UK and the Netherlands. We show that HCXAI must better
account for clinical teams with different types of gynaecologist
users, and that the timeliness and relevance of the information pro-
vided about the AI-based tool throughout its design lifecycle—in
particular before a tool is implemented into clinical practice—is
crucial for transparency to become meaningful. Our contributions
include: i) testing recommendations from the latest HCXAI liter-
ature with a prospective, real-life AI application in a relatively
less-studied clinical domain; ii) describing and visualising gynaecol-
ogists’ understanding of meaningful transparency for clinicians; iii)
outlining four design recommendations towards realising meaning-
ful transparency for clinicians and opportunities for research; and
iv) expanding HCI and AI research in women’s health by directly
engaging with gynaecologists as users and co-designers. Exploring
such issues is key to facilitate the implementation of AI systems
that meet clinicians’ information needs and that they can trust.
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1 INTRODUCTION
Safe and ethical implementations of clinical AI can bring signifi-
cant benefits to our healthcare systems , e.g. by improving patient
outcomes or accelerating drug discovery [12, 79, 88]. AI research
in healthcare has boomed in the last decade [7], yet real-life im-
plementations are still facing obstacles [49, 53, 72]. Algorithmic
system transparency can assist AI applications in such a high-risk
contexts, e.g. by facilitating accountability and calibrating clini-
cian’s trust – i.e. helping them decide how much to trust the system
[21, 26, 93, 103]. We define it here as the transfer of information
from a developer or a system to clinicians about the system’s design,
training data, behaviour, and potential impact [47, 95].

To bridge the gap between academic research and clinical AI
implementation, we argue that transparency must be meaningful
to clinicians. Transparency is not a panacea, nor an end in itself
[2, 6, 57, 71, 83]. To become meaningful, it must be contextually
appropriate, i.e. the information transferred to clinicians must be
relevant, accurate, proportionate, and comprehensible to them [26].
Whilst more research studies clinicians’ perception of AI systems
[81, 88, 100], what meaningful transparency means to them remains
unanswered [15, 86, 104]. Exploring their understanding of mean-
ingful transparency is important to facilitate the adoption of clinical
AI systems and leverage their benefits in healthcare.
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To answer this question, we build on recent literature in human-
centered explainable AI (HCXAI), grounding it into the specific
clinical context of gynaecological imagery. Using systematic re-
views of the HCXAI literature, we extract design recommendations
for transparent and explainable AI systems, and compare these to
the clinicians’ own concerns. By better understanding clinicians’
perspective on what constitutesmeaningful transparent AI systems
for them, we aim to complement and help operationalise current
HCXAI recommendations.

We focus on gynaecologists as users to test and ground these
HCXAI design recommendations into a specific and relatively less-
studied field of practice. As highlighted by Ehsan et al. [31, 33]:
“understanding who interacts with the black-box of AI is just as
important as ‘opening’ it, if not more.” Clinicians in a variety of
specialities have already been studied as users both of clinical AI
systems, and of particular transparency interventions such as image
saliencymaps [20, 104]. In contrast, while gynaecologists frequently
use medical imagery such as ultrasound scans (e.g. for diagnosis)
[51], to date AI has had limited impact in the field [28]. Advances
are likely in the near future, given current active research in AI for
gynaecological imagery [18, 38, 46, 62, 63], and efforts are being
made to integrate them into clinical practice [36]. It is therefore
an appropriate point for the explainable AI (XAI), FAccT, and HCI
communities to consider the transparency needs of gynaecologists
who would interact with AI systems in their clinical practice (§2.2).

Specifically, we involve gynaecologists as co-designers to better
describe meaningfully transparent AI systems for use by clinicians.
As a real-life case study for co-design, we use a recent medRxiv
preprint describing a deep learning model to assist in ovarian can-
cer diagnosis [18]. We carried out a co-design workshop (§2.3) with
n=10 gynaecologists and interviews with n=6 gynaecologists in the
UK and the Netherlands (§3). We show that HCXAI must better
account for clinical teams with different types of gynaecologist
users, and that the timeliness and relevance of the information
provided about the AI-based tool is key for transparency to become
meaningful for clinicians throughout the design lifecycle. Gynae-
cologist participants particularly ask for transparent information
about the tool’s conceptualisation, role, and purpose prior to its
implementation in clincal practice. Our main contributions include:
i) testing recommendations from the latest HCXAI literature, with
a prospective, real-life AI application in a relatively less-studied
clinical domain; ii) describing and visualising how gynaecologists
understand meaningful transparency for clinicians; iii) outlining
research and design recommendations towards meaningful trans-
parency for clinicians; and iv) expanding HCI and AI research in
women’s health by directly engaging with gynaecologists as users
and co-designers. Exploring such issues is key to supporting the
implementation more transparent AI systems that meet clinicians’
information needs.

2 BACKGROUND
We first describe some key publications on meaningful algorithmic
system transparency (§2.1), before outlining the use of AI in gynae-
cological imagery (§2.2) and co-design studies with clinicians in
the HCXAI literature (§2.3). The HCXAI design recommendations
are described in detail in the next section (§3.1).

2.1 Meaningful algorithmic system
transparency for clinicians: definitions,
advantages and limitations

Algorithmic system transparency is crucial in high-risk domains
like healthcare. It can support AI implementation, e.g. by helping
clinicians effectively trust AI tools [21], but also help address risks
for patients by supporting accountability, i.e. allowing scrutiny
and challenge to individual decisions of a system [68, 94]. Indeed,
Ehsan et al. [30] suggest social transparency—i.e. an explanation of
AI-mediated decision-making that incorporates the socio-technical
context—can help calibrate users’ trust in algorithmic systems and
improve decision-making. Nonetheless, defining transparency for
clinicians remains an open challenge. For example, we observe
the terms ‘transparency’ and ‘explainability’ are often used inter-
changeably in the academic literature [26]. Indeed, the research on
transparency is growing and currently spans, among other domains,
technical [16, 96], ethics [50, 56], legal [3, 29], and interdisciplinary
work [6, 60]. Even in computer science, algorithmic system trans-
parency is a broad concept with different interpretations [9, 60, 68].

Moreover, the need for transparency to be tailored to a specific
stakeholder group is largely acknowledged [33, 68, 92]. However,
because algorithmic system transparency is not a panacea [6, 71],
transparency needs to become meaningful to them [70]. Cobbe et
al. [26] and Norval et al. [69] describe meaningful transparency
as information that is contextually appropriate, i.e. it must be a)
relevant to the kinds of accountability needed, b) correct, complete,
and representative, c) proportionate to the level of information
each stakeholder’s needs, and d) comprehensible to a given stake-
holder [68]. Similarly, and in line with this, we argue that here trans-
parency ismeaningful to clinicians when the system or its designers
provide, according to the clinician’s needs, information on data,
goals, outcomes, compliance, influence, usage and the algorithms
employed [30, 56, 60, 95], and this information is contextually ap-
propriate for clinicians. Note, however, that transparency can be
detrimental in some circumstances [3, 57, 92]: among other risks,
it can sometimes clash with values of ethical algorithmic systems,
such as privacy, which is crucial to protect medical data [37, 61, 92].
Berendt [13] highlights the risk of mistaking transparency for a
remedy to issues often associated with algorithmic systems, e.g.
biases and discrimination. Moreover, Kizilecec [55] shows provid-
ing too much information to individuals (in our paper clinicians)
can erode trust in algorithmic systems. Stohl et al. [83] call this the
‘transparency paradox:’ where high availability of information can
produce opacity. It is thus important to understand what consti-
tutes meaningful transparency for clinicians, so as to make sure we
build AI systems that meet their information needs and that they
can trust. We now ground this investigation in a specific clinical
domain: gynaecological imagery.

2.2 AI in gynaecological imagery: an
under-researched application domain in the
XAI literature

Among all clinical domains, we argue it is urgent for the FAccT,
XAI, and HCI communities to consider the transparency needs of
gynaecologists. It is beyond the scope of this paper to review all
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current and potential applications of AI in gynaecology, so we focus
here on the use of AI in gynaecological imagery, e.g. ultrasound
(US) and Computed tomography (CT) scans [28] (see also §5.2).
Combining X-rays and tomographic reconstruction algorithms, CT
scans epitomise algorithmic systems introduced into healthcare in
the 1970s, mostly for diagnosis [27], andwhile US scans are common
in gynaecology [51], yet a 2020 literature review concludes: “AI has
had a little impact on this field so far” [28].

Despite the lack of substantial impact to date, AI research for
gynaecological imagery has been growing in the last five years, e.g.
on magnetic resonance imagery (MRI) [46, 66], CT [18], and US
scans [38, 62, 63]. A 2023 literature review found 41 papers using
AI on gynaecological US scans, with some new sub-fields emerg-
ing from 2019 [51]. There has also been some research towards
integrating such systems into clinical practice [7, 36]. Despite this
recent interest, and the rise of XAI research in healthcare more
generally [8, 67], few XAI publications focus on gynaecological im-
agery as an application domain: a 2023 systematic literature review
mentions only one paper in the field, which uses convolutional
neural networks to achieve an explainable diagnosis method of
cervical cancer using pathological images [67, 87]. Gynaecologists’
transparency needs therefore deserve further attention. We aim to
contribute towards better understanding thesewith a case study and
co-design approach. The next section considers recent co-design
and HCXAI research involving clinicians from other fields to guide
our co-design experiment with gynaecologists.

2.3 HCXAI literature and co-design with
clinicians

Human-centered AI (HCAI) has increasingly been studied by HCI
and AI researchers in recent years [1, 25, 75]. While Yang et al. high-
light Human-AI challenges [101], Ehsan et al. [32, 34] call for more
emphasis on operationalising the human-centered perspectives in
XAI at the conceptual, methodological, and technical levels. They
also emphasise that the question of who is transparent and explain-
able AI for is key [31]. We build on this approach in this paper. The
question of who AI is made for has been the focus of a growing
number of HCI research that explore clinicians’ perception of AI
systems [24, 81, 98, 100]. For example, Bussone et al. [21] explore
the role of explanations onmisplaced trust and over-reliance in Clin-
ical Decision Support Systems (CDSS). More recently, Verma et al.
[88] interviewed medical-imaging experts to “scrutinize physicians’
engagement with AI (...) and disentangle its future alignment across
the clinical and research workflows, diverging from the existing
’one-size-fits-all’ paradigm within Human-Centered AI discourses.”
Whilst such publications inform our understanding of how to build
clinical AI systems, defining transparency meaningful to clinicians
remains an open question [15, 86, 104].

To further account for AI users’ perspectives, co-design studies
have been shown to be a viable approach [7, 65]. Including users as
co-designers is considered as helpful for safe and ethical AI design
and implementation [73]. Co-design can be defined as “the creativity
of designers and people not trained in design working together in
the design development process” [77], and can be used for all stages
of the design process. Moreover, co-design methods are widely used
in health [82]. Among other, co-design have been used to build

various (explainable) clinical AI systems [59, 90, 97], e.g. a machine
learning–based predictive CDSSs to analyze health records [78],
and a trustworthy deep learning-based skin lesion classifier [105].
These efforts include human-centered approaches: for instance,
Panigutti et al. recently co-designed an explainable AI technique
and user interface for CDSSs with medical professionals [73]. While
others have focussed on defining and addressing the challenges
hindering AI implementation in healthcare [7, 53], we build on
these studies and the design recommendations offered in the latest
HCXAI literature as a starting point to explore what constitutes
meaningful transparency for clinicians, towards bridging the gap
between research and design implementation.We now outline these
recommendations and our co-design methodology.

3 METHODS: CO-DESIGNWORKSHOP AND
INTERVIEWSWITH GYNAECOLOGISTS

To bridge the gap between research and the practicalities of imple-
mentating clinical AI systems, we explore clinicians’ understand-
ing of meaningful transparency by testing and expanding recent
HCXAI recommendations. We ground our investigation by using
the real-life, prospective case study of a Deep Learning model to
help diagnose ovarian cancer (§3.2) with n=15 gynaecologists. We
first detail the HCXAI literature reviews we based it on, before
describing our case study and co-design activities, i.e. an in-person
workshop (§3.3), and individual interviews (§3.4). This study took
place in the UK and the Netherlands from July until August 2023
and received ethical approval from our institution.

3.1 The HCXAI literature reviews tested and
extended in our co-design activities.

We start by analysing recent HCXAI literature and using it as a
broad database of design recommendations currently available for
building transparent clinical AI for users. By doing so, we aim to
help operationalise such recommendations and pave the way for
more responsible AI in healthcare. Because HCXAI research is wide
and spans various disciplines, including social sciences [64], we
base our co-design activities on recent systematic literature reviews
relevant to our case study (§3.2) and research question. We do not
claim to perform a meta-analysis of such literature, nor do we have
the space to discuss each HCXAI literature survey in detail. Instead,
we compiled a total of 28 design recommendations for users from
the HCXAI literature in three steps. First, we identified 10 relevant
literature reviews published in the last four years [4, 8, 40, 58, 67, 76,
80, 90, 91, 99]. Based on i) their recent publication date (2019-2022),
and ii) them explicitly offering design recommendations to build
transparent AI systems for users, we then selected among these
three reviews [58, 90, 91]. In doing so, we excluded relevant reviews
where design recommendations were not clearly provided, such
as [8]. Lastly, we extracted all the recommendations from these
three reviews, as reported in Tables 1 and 2, and tested them in our
card sorting activity. Note we report rather than endorse what is
presented in the literature.

Laato et al.’s “recommendations for end-users” [58] do not specif-
ically focus on a clinical context, while Wang et al. (2019) [90] and
Wang et al. (2023) [91] do. Morevoer, Laato et al. [58] cite bothWang
et al. (2019) [90] and Xie et al. [98], and yet we identify respectively
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Table 1: List of the 16 design recommendations for users provided in Laato et al. [58] (nb. 1-16)

Recommendation Reasoning

1. Context is everything – What to explain is dependent on several factors including what kind of AI system or decision we are
There is no one-size-fits-all explaining, who are the target audience and do we want to optimise for trust, for understandability or do
type of solution we wish to simply comply by legislation

2. Provide explanations on For certain decisions and in certain moments users’ may be interested in seeing more information on AI
demand, not all the time system decisions. However, constant display of full XAI documentation can hurt the user experience

3. Personalise explanations There are various kinds of people with different levels of understanding of AI systems and XAI needs.
This could be taken into account when explaining the system

4. Consider visualising Users tend to anthropomorphise AI and may benefit from human-like explanations. Visualising
explanations explanations may help some users to accept the AI system and its decisions better

5. Acknowledge the existence For example, optimising explanations for understandability can lead to less details, which can hurt end
of trade-offs users’ confidence in the explanation

6. Consider potential Users may end up forming or having formed misconceptions regarding the AI system. These may shape
misconceptions behaviour and interpretation of explanations in a certain way. Explanations that are able to reshape

misconceptions in a constructive way of conceptual change are valuable

7. Link explanations to This makes the AI system easier to understand for end users, increasing transparency
users’ mental models

8. Strengthen users’ curiosity To increase user satisfaction, provide interesting and even surprising elements to keep the users’
towards the system curiosity at a high level

9. Ensure the visibility and Make sure AI system end users find and become aware of explanations
discoverability of explanations

10. Use metaphors to demystify Metaphors can be more useful in increasingend users’ understanding of AI systems than precise but
demystify how AI systems work difficult technical language

11. Support users’ own thinking The AI system should provide counterfactuals and explanations so users can reflect on and test their
own thinking and hypotheses

12. Provide access to source data Users may want to request access to raw data to build their trust in the AI system

13. Provide users with Users may consider it quirky if the decision is explained to them with a particular event from the past.
generalised explanations rather To increase user acceptance, refer to generalised past events instead
than case-based explanations

14. Consider what part of the Depending on the situation, users may wish to know more about, for example: (1) inputs; (2) outputs;
AI system to explain (3) application; (4) situation; (5) model; (6) certainty; and (7) control

15. Explain unfavourable decisions Users are likely to demand explanations when they disagree with the system

16. Communicate the uncertainties If there is a mismatch between users’ expectations of the AI system and its actual capabilities, it hinders
involved in the system’s users’ acceptance and trust building in it. Users should understand the risks of the AI system’s making
decision making errors

six and two design recommendations in these publications that
have not been included in Laato’s list. We thus include Wang et al.
(2019)’s recommendations in Table 2. Although we identified two
design recommendations from Xie et al. [98], we excluded them
from our study for it is not a systematic literature review, and our
aim is not to make an exhaustive list of design recommendations but

rather provide an informative one. Moreover, please note the minor
edits we used in our list of recommendations to test it with gynae-
cologists: i) we use British spelling throughout for consistency and
removed explicit mentions of specific application domains, not to
bias participants; ii) Wang et al. (2019)’s recommendations (nb. 17-
22) have been shortened for clarity and usability, e.g. we removed
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Table 2: List of the 12 design recommendations for users provided in Wang et al. [90] (nb. 17-22) and Wang et al. [91] (nb. 23-28)

Recommendation Reasoning

17. Support hypothesis generation The system should provide explanations to allow users to generate and test hypotheses to further narrow
down potential causes

18. Support forward (data-driven) Avoid confirmation bias and backward reasoning, where the user does not consider other hypotheses
reasoning independently

19. Support coherent factors Users may expect some features to be correlated or have some other relationship and would be confused
if these features contradict their typical relationship. Such feature attributions should be aggregated
together or have their interaction relationship visualised

20. Supporting access to source When adopting a new AI, users may want to manually perform decision making with a few instances to
and situational data build up their trust. Showing raw data or supplementary data about the aggregated together or have their

interaction situation, even if not used directly by the AI, can help with this verification goal

21. Support Bayesian reasoning It is important to show probabilities, namely,(1) prior probability to indicate the prevalence of classes in
general, and (2) intermediate posterior probabilities, where after filtering on a set of salient features or
factors to indicate the conditional prevalence of an outcome

22. Integrating multiple explanations Users employ a diverse range of XAI facilities, to reason variedly. Therefore, more work is needed to
integrating multiple explanations into single explanations

23. Provide additional information For example, the importance of providing a holistic, global view of the AI to users during the onboarding
about AI process, such as the system’s capabilities, functionality and design objective

24. Align AI design with current Design AI in a way that can seamlessly fit into the local context and workflow. For example, making the
workflow AI “unremarkable”; that is, embedding the system into the point of decision-making and the infrastructure

of the organisation in an unobtrusive way

25. Consider social, organizational, For instance, it is suggested to build accountable relationships with the leadership, engage stakeholders
and environmental factors early and often, rigorously define the problem in context, make the system an enterprise-level solution by

involving other departments and units (e.g., security and legal departments), and create an efficient
communication mechanism with end users

26. Respect professional autonomy Allow users to freely operate their professional judgment and decision-making without any interference

27. Adopt a human-centered Create ongoing feedback loops with users and stakeholders. By doing so, researchers and system designers
design approach can continuously and iteratively collect user feedback to inform the design of AI

28. Other considerations Providing in-depth training to users to flatten the the learning curve, designing AI as a multi-user system
to better engage users in decision-making, expanding the application of AI tools to a variety of scenarios,
and examining the data quality for potential bias and fairness in AI

examples and references; and iii) Wang et al. (2023)’s recommenda-
tions (nb. 23-28) were extracted from paragraphs of text by keeping
the title (as reported in the “Recommendation” column) and one
or two key sentences (the “Reasoning” column), while removing
academic references and medical connotations, so as not to bias the
participants. Consequently, not all these recommendations emerged
from user studies in a clinical field, but we kept the full list to enable
participants to consider how they would categorise them.

3.2 Case study: Deep Learning segmentation of
ovarian cancer in CT scans

To ground our co-design workshop and interviews in gynaecolo-
gists’ clinical practice, we use an open-source Deep learning model

built on CT scans that segments multi-site lesions in ovarian cancer
[18]. Although this model is not currently implemented in clini-
cal pathways, we use it to illustrate the kind of models that are
proposed and could be potentially introduced into gynaecological
imagery going forward. We used slides with a CT scan example
to introduce the model and co-design activities. Moreover, most
gynaecologists are familiar with ovarian cancer and CT scans, mak-
ing it an easily understandable example for our participants. We
acknowledge cancer diagnosis is performed differently according
to the country and healthcare system: in the UK for example, a
team of specialised clinicians including gynaecologist oncologists,
oncologists, and radiologists, is involved in discussing the CT scans.
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According to the country, we thus focus on the perspective of gynae-
cologists’ and gynaecologist oncologists experienced in operating
ovarian cancer patients. We now describe our co-design activities
based on this case study in more detail.

3.3 In-person co-design workshop with
gynaecologists in Amsterdam UMC, the
Netherlands

We conducted a co-design workshop with gynaecologists to bet-
ter understand gynaecologists’ perspective about meaningful AI
transparency for clinicians towards operationalising the design
recommendations listed above. We recruited n=10 gynaecologists
experienced with ovarian cancer patients in Amsterdam UMC, the
Netherlands via email invitation; all knew each other, and the work-
shop was attended by a PhD student in XAI and facilitated by two
PhD students in HCI. The workshop lasted ∼1.5hrs and after being
introduced to the concept of meaningful transparency and the case
study orally with slides, the participants were teamed into groups
of two to three, and completed a card sorting activity in about 20
minutes. The aim of the card sorting activity was to evaluate to
what extent the design recommendations currently offered in the
HCXAI literature encapsulates the concerns of clinicians, and ex-
plore the sorting and category labels participants identify based on
these recommendations. It included 28 cards directly copying the
design recommendations from the latest HCXAI literature reviews
described in §3.1. Each card was printed on a A4 paper sheet with
a title and a short description on the reverse. Each team sorted the
cards into categories of their choice, which they named without
prompts. These were discussed, challenged, and sometimes merged
in the second activity.

The second activity consisted of co-designing a ‘transparency
map:’ we copied all the categories identified by participants in the
card sorting activity onto large sticky notes and co-designed a con-
ceptual diagram with the whole group, which we called a map for
simplicity. We placed the sticky notes on a wall so that physical
proximity between the notes represented the conceptual closeness
of the categories, e.g. superimposing identical categories. Partic-
ipants collectively decided where to place the categories on the
map. When consensus did not emerge quickly, we duplicated the
category to reconcile disagreements on their location. Once all the
categories where placed on the wall, the participants were given
the opportunity to add, remove categories, and edit the map. The
aim of the transparency map is to i) challenge, edit, and validate
the main categories identified by participants in the card sorting
activity (based on HCXAI design recommendations for building
transparent AI systems for users); ii) highlight the connections they
saw between these categories as indicative of their understanding of
meaningful transparency; and iii) visually represent gynaecologists’
understanding of meaningful transparency to extract insights that
might lead towards practical design implementation. This activity
was audio recorded and transcribed by one author. Finally, the work-
shop participants filled a short evaluation form focusing on their
lived experiences of the co-design activities. We also asked about
their experience with clinical AI, attitude towards AI in general, as
well as demographic information.

3.4 In-person interviews with gynaecologists in
the UK and the Netherlands

To test and confirm the data collected during the workshop, we
conducted n=6 in-person, individual interviews with gynaecolo-
gists. We recruited participants via email invitation in hospitals
in the Netherlands and the UK. As a result, only one participant
took part in the workshop just before their interview in Amsterdam
UMCwith two PhD students in HCI. All remaining interviews were
conducted in the UK by one PhD student in HCI with gynaecol-
ogists who had not attended the workshop. We recruited mostly
(n=4) gynaecologist oncologists to reflect the sub-specialisation of
clinical practice in the UK and the specific transparency needs of
this user group, though all n=6 participants had experience with
ovarian cancer patients. These took place in the Nuffield Health
Cambridge Hospital and Addenbrooke’s Hospital in Cambridge,
Queen Elizabeth Hospital in London, and Norfolk and Norwich
University Hospital in Norwich, UK.

The interviews lasted 45 minutes and consisted of one short
training on decision-making and AI with slides and two co-design
activities. After being introduced to the definition of meaningful
transparency and the ovarian cancer case study (for the five in-
terviews in the UK only), we discussed the theory of system 1, or
intuitive, fast thinking process, and system 2, or analytical, slow
thinking process [35, 52] (for all n=6 interviews). ‘System thinking’
theory is largely considered relevant in user research with clini-
cians [84, 90]. It was thus chosen to set context as an initial prompt
to help participants create 1-2 gynaecologist personas: characters
who represent different user types that they had encountered in
their professional environments. Participants were asked to briefly
describe the persona’s usual thinking style during the diagnosis
process, whilst thinking about our case study, and could describe
them referring to system 1 and 2 if helpful. We printed forms titled
‘Person description’ and the interviewer(s) created 1-2 personas
as well, after reproducing the workshop’s transparency map by
sticking on a wall large sticky notes. This persona activity helped
investigate decision-making processes used by gynaecologists, and
generate different clinical AI users based on participants’ real-world
experience in healthcare settings.

After discussing their personas together, the participant and
interviewer(s) critiqued and co-edited the map in relation to the
personas identified; the ‘Person description’ forms were placed on
the map above the category (i.e. the group of HCXAI design recom-
mendations) that seemed most relevant for this persona according
to its creator. This activity allowed to confirm previous results and
elicited further discussion. Finally, the interviews concluded with
a debrief and the same evaluation form as the workshop’s. The
interviews were audio recorded and transcribed by one author.

3.5 Gynaecologists’ demographics
Table 3 outlines our total n=15 participants’ demographic infor-
mation. Three participants (P13, P14 and P15) took part in the
workshop (and were included in our analysis) but did not provide
demographic information. The participants comprised six consul-
tant gynaecologists, four consultant gynaecologist oncologists, two
resident gynaecologists, and three other gynaecologists (P13-15),
all 15 having surgical experience. Our sample takes into account
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Table 3: Participants’ self-described roles, gender, years of experience, co-design participation, and country. Participants are
referred as P[number] in the following sections.

ID Self-Described Role Gender Years of experience Participation Country

P1 consultant gynaecologist Woman 11 Workshop Netherlands
P2 consultant gynaecologist Woman Not given Workshop Netherlands
P3 consultant gynaecologist Woman 20 Workshop Netherlands
P4 resident gynaecologist Man 5 Workshop Netherlands
P5 consultant gynaecologist Woman Not given Workshop Netherlands
P6 resident gynaecologist Woman Not given Workshop Netherlands
P7 consultant gynaecologist Man >15 Both Netherlands
P8 consultant gynaecologist oncologist Man 13 Interview UK
P9 consultant gynaecologist Man 17 Interview UK
P10 consultant gynaecologist oncologist Man 40 Interview UK
P11 consultant gynaecologist oncologist Man 15 Interview UK
P12 consultant gynaecologist oncologist Man 8 Interview UK
P13 gynaecologist Not given Not given Workshop Netherlands
P14 gynaecologist Not given Not given Workshop Netherlands
P15 gynaecologist Not given Not given Workshop Netherlands

the sub-specialisation and targets in place in the two countries, e.g.
NHS patients with suspicion of ovarian cancer should be referred
to an gynaecologist oncologist within two weeks. Most participants
declared having a strong interest but limited experience and un-
derstanding of AI systems. Most state they use no AI system in
their work – though one specific clinical AI system called IOTA is
mentioned in Amsterdam. Finally, most declare ignoring how AI
systems work, or describe them as: “magic,” and “no human errors.”

3.6 Data analysis
Our co-design activities produced qualitative and quantitative data.
The card sorting activity was analysed by counting the ‘trans-
parency recommendation’ cards, categories, and comparing the
labels and groupings made by the four teams. We compared the
outputs to the three papers [58, 90, 91] the cards were copied from.
The transparency maps produced during the workshop and in-
terviewees were compared to one another and in relation to the
card sorting results and HCXAI literature reviews. We used Clarke
and Braun’s thematic analysis method [17] to extract key themes
from the audio recordings and transcripts. We conducted all six
stages (i.e. familiarizing yourself with the data, generating initial
codes, searching for themes, reviewing themes, defining and nam-
ing themes, producing the report) over two iterations. The main
author searched for semantic themes in the transcripts and audio
recordings using an inductive, data-driven approach. Together with
another co-author, we discussed, and validated the themes, before
repeating the process. We kept participants’ wording, as reported
in Table 4. Finally, the demographic data collected, the information
about participants’ experience with AI, and their experience of the
co-design activities helped contextualise our findings.

4 RESULTS
We ran a co-design workshop and interviews with a total of n=15
gynaecologists towards operationalising current HCXAI recommen-
dations in healthcare. We now describe the themes they raise and

key insights into their understanding of meaningful transparency
for clinicians in the context of our ovarian cancer case study.

4.1 Main themes raised by participants
Table 4 summarises the main themes raised by participants during
the workshop and interviews. We group these into seven cate-
gories, named with participants’ wording: ‘users,’ ‘relevance,’ ‘time-
line,’ ‘cyclic process,’ ‘user interface,’ ‘challenges,’ and ‘questions
on transparency.’ There was a consensus among workshop partici-
pants and interviewees regarding the importance of the first three
axes, which therefore became the focus of our study. These three
transparency categories are visualised in Fig. 1, showing (i) the
distinction between the information needs of different user groups
among gynaecologists (Users axis), (ii) the relevance of various
types of information (Relevance axis), and (iii) the chronological
order of the information users receive (Timeline axis).

4.2 Axis one (Users): differentiating the
information needs of different
gynaecologist user groups

Participants stressed the importance of differentiating the informa-
tion needs of various types of gynaecologist users among clinicians
likely to use an AI-based tool to help diagnose ovarian cancer. Dif-
ferences in medical expertise, clinical experience, decision-making
processes, and habit of using a given AI tool were highlighted. We
argue that a level of granularity in analysing and considering users
is needed to add nuance to the design recommendations described
in Tables 1 and 2 and to help operationalise them. For example,
interviewees raised these distinctions when creating gynaecologist
personas: out of the 18 identified, 8 were described as using mainly
system 1, i.e. a fast and intuitive thinking process, 7 as primarily
relying on system 2, i.e. a slow, analytical thinking process, and
3 as using a combination of both [35, 52]. An interviewee notes:
“I think a chronological thinking process is very apparent in sur-
geons (...) because [surgery] is a procedure (...) I think if you do
any intervention, you will develop a [thinking] structure in steps”
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Table 4: Summary of main themes raised by participants, the three main categories for the transparency map are highlighted.

Overarching Category Themes

Users (Axis 1) Experienced & beginner [tool] users, specialist & generalist gynaecologists, trainees & senior doctors, fast- & slow-
thinkers, personality traits & cultures, expectations & medical norms, decision-making & communication styles,
approaches to surgery, multidisciplinary team (MDT)

Relevance (Axis 2) More/less crucial, “the why [using AI]” more important than “the how [AI works]”
Timeline (Axis 3) Before/during/after implementation, integration into clinical practice, during use, pre-op planning & during surgery
Cyclic process Evaluation (e.g risks for patients, patient outcomes, trials), feedback loop (e.g. updating the data), collaboration

with clinicians, cancer-specific diagnostic process
User interface Communication with users, clinician-friendly & intuitive, personalisation & levels of information, risks (i.e. biased

data, cumbersome information), a key to look into the system, interactive tool
Challenges Unusable systems, trust in system/model, trustworthy colleagues, tech skepticism, national & regional IT disparities

Questions on transparency difference between transparency & explanation, relationship between transparency & usability

Figure 1: Diagram representing the transparency map co-designed with gynaecologists in the workshop in Amsterdam.
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P11. These were often paired with personality traits, e.g. quiet and
thorough, or social and dogmatic. By placing their personas on the
transparency map, participants revealed how different gynaecolo-
gists can prioritise different information needs, in their experience
(see §4.4). Another interviewee commented: “we [gynaecologist
oncologists] don’t need the same level of information as generalist
[gynaecologists]. To me, [information about] the risk [for a patient]
is more crucial” P8. Similarly, workshop participants drew a clear
distinction between “beginner users” (including “new colleagues”)
and “experienced users” in terms of interaction with an AI tool (Fig.
1), and all interviewees confirmed it. These different users often
work closely in teams, as one interviewee summarises it: “each
individual [in an Multidisciplinary team (MDT)] has a specific set
of expertise and, jointly, it’s like the pieces of a puzzle coming to-
gether” P12. The HCXAI recommendations from prior work (Tables
1, 2) do not distinguish these various types of users, nor reflect their
collaborative interactions with technology. Connecting them to

specific types of clinicians can help operationalising them [88]. By
providing leads to define such users, we thus contribute towards
facilitating the implementation of more clinical AI systems.

4.3 Axis two (Relevance): providing
information in a prioritised manner in
terms of perceived relevance for clinicians

As visualised in the second axis (Fig. 1), participants expressed the
need to receive information about a clinical AI tool in a prioritised
manner in terms of perceived relevance for them. Importantly, their
priorities seem to differ from some of the recommendations from
recent HCXAI literature. For example, interviewees placed virtually
all the personas on the categories higher up on the map, which
confirms their perceived importance for gynaecologist users. In-
deed, the three main axes of the map reveal that the timeliness
and relevance of the information provided about an AI-based tool
throughout the AI tool’s design lifecycle is key in participants’
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understanding of meaningful transparency for clinicians. This pri-
oritised and user-centric logic has not been described nor visualised
for this context in the HCXAI literature yet. This insight is key to
make sure we design AI systems that are meaningfully transparent
for clinicians going forward. Moreover, when workshop partici-
pants grouped the 28 design recommendations extracted from the
HCXAI reviews (Tables 1 and 2) into the category of their choice
(unprompted), some recommendations were grouped as “not that
relevant.” Two teams (50% of workshop participants) grouped 11
recommendations (i.e. over a third of the recommendations) as
“not/less relevant” and four of these recommendations were men-
tioned by both teams as being of lower relevancy: “Personalise
explanations” (nb. 3), “Use metaphors to demystify how AI systems
work” (nb.10), "Provide users with generalised explanations rather
than case-based explanations" (nb. 13), and “Integrating multiple
explanations” (nb. 22). While the recommendations nb. 3, 10, and 13
are not specifically listed for clinical users in the HCXAI literature
reviews (Tables 1, 2), “Integrating multiple explanations” is [90].
Participants therefore challenge these recommendations for clini-
cians. Finally, the transparency map reveals another gap between
the HCXAI literature and gynaecologists’ perspective on mean-
ingful transparency. Workshop participants seem relatively less
concerned by the “what to explain” and “how to explain” categories
mentioned in Laato et al. [58] than the “why,” and “integration into
clinical practice” categories they identify during the card sorting
activity, as well as the additional “evaluation” categories they intro-
duce during the map co-design activity (§4.4). Interviewees equally
emphasise these categories, but none of the three selected litera-
ture reviews highlight them for clinicians [58, 90, 91]. This shows
that, whilst recent HCXAI literature provides a starting point to
discuss meaningful transparency for clinicians with gynaecologists,
there are differences between some HCXAI recommendations and
what gynaecologists consider as most relevant to them, and thus
contextually appropriate transparency for clinicians.

4.4 Axis three (Timeline): prioritising
information about the AI-based tool’s
conceptualisation, role, and purpose over
(post-hoc) explanations

The third axis, called ‘Timeline’ in the transparency map, represents
the stages in the AI design lifecycle when gynaecologist partici-
pants want to receive transparent information about the AI-based
diagnostic tool (Fig. 1). Combined with the second axis (Relevance),
it reveals that participants find information provided to them before
the AI tool gets implemented more important for gynaecologists
than (post-hoc) explanations, such as how and why it reaches a
certain output with a given input. The former type of information
includes among others insights about why the tool can be helpful
to diagnose a given patient, what help they can expect from it,
and why they should use it. Indeed, the category “Argumentation
behind the model: WHY?” was placed by workshop participants
before and higher than every other category on the transparency
map, including above “Transparency of the model: HOW?” (Fig. 1).
One workshop participant explained: “you need to have an idea
why you’re going to start this entire project” P3. Moreover, whilst
all interviewees independently selected the “evaluation,” and “how?”

categories as most relevant for personas described with system 2
(slow-thinking), and “integration into clinical practice” and “person-
alising use” for personas described with system 1 (fast-thinking),
“the Why?” was once again considered by interviewees the most
important category of transparent information when considering
all types of personas (described with system 1, system 2 or both).
Gynaecologists’ preference for such type of transparent informa-
tion might be partly explained by one interviewee’s comment on
the information needs of beginner and experienced users, who
mainly use system 1 thinking: “I can imagine an interface that in
the beginning gives me more information and in the end it ends up
in a small question mark at the bottom. And if I use the model ten
times, it’s going to decrease the amount of background information
that it’s giving me, and it’s more and more just showing me the
results (...) one of my colleagues, they always want the background
information. I don’t, if I trust the system, I’m fine” P7. This confirms
what Burgess et al. recently call “the front-loading” trust, whereby
clinicians want “to determine their trust of an AI insight system
when first introduced to the tool” [19]. However, the emphasis on
holistic transparent information provided prior to the AI tool’s
implementation into clinical practice as a mechanism to support
such trust was not in the design recommendations from the recent
HCXAI literature reviews (Tables 1, 2). It warrants further research
to be confirmed, and seems to indicate we need to rethink how and
when to provide transparent information to such clinicians.

5 DISCUSSION
After testing the recommendations currently offered in the HCXAI
literature (Tables 1, 2) and providing insights into gynaecologists’
understanding of meaningful transparency (Table 4) in the context
of our ovarian cancer case study (§3.2), we suggest four design
recommendations for meaningful transparency for clinicians (§5.1).
We then discuss the importance of direct engagement with gy-
naecologist users in relation to women’s health and HCI and AI
research (§5.2), before outlining our study limitations (§5.3) and
research avenues to bridge the gap between HCXAI literature and
implementation of transparent AI systems for clinicians (§5.4).

5.1 Design recommendations for meaningfully
transparent AI systems for clinicians

Based on our findings, Table 5 outlines our four design recommen-
dations for transparency meaningful to clinicians.

5.1.1 Prioritising information categories about the why, evaluation,
personalisation, and integration into clinical practice. Given what
participants expressed as their main information needs (Fig. 1), our
first design recommendation moves beyond the list of 28 recommen-
dations we have extracted from the HCXAI literature by prioritising
four categories of transparent information: “the why,” “evaluation,”
“personalisation,” and “integration into clinical practice.” Partici-
pants created the ‘evaluation’ category during the map co-design
activity, so it is not directly connected to some pre-existing HCXAI
recommendation listed in Tables 1 and 2. It includes, among others,
information about the risks for patients, the patient outcomes, and
the cost effectiveness of the tool (Table 4). This category is key to
better align HCXAI design recommendations with real-life clinical
practice, and is likely applicable to other clinical domains as well.
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Table 5: Four design recommendations for AI systems meaningfully transparent for clinicians (in no particular order).

Design Recommendation Reasoning related to our case study with gynaecologists

1. Prioritising information categories about the why, evaluation, This focus can help cover the information needs of most gynaecologist
personalisation, and integration into clinical practice personas we have identified with gynaecologist participants (§4.2, §4.3, §4.4)

2. Providing prioritised information in terms of timeliness and This must align with gynaecologists’ thinking process (Fig. 1, §4.3) and
relevance for clinicians throughout the AI design lifecycle clinical experience as surgeons

3. Accounting for multidisciplinary teams (MDT) using a clinical For example, in our case study, by better defining the role of gynaecologist
AI system by taking into account the perspective, role, and oncologists in discussing with radiologists the diagnostic CT scans
human interactions of various types of gynaecologists towards reaching a pre-operative plan (Table 4, §4.2)

4. Providing transparent information on the AI-based tool’s Information should be provided in particular before the tool gets implemented
conceptualisation, role, and purpose prior to its implementation into clinical practice, e.g. during the initial clinical trials (Table 4, §4.4)

However, our gynaecologist participants did not mention the need
to embody ethics and liability nor to develop AI educational op-
portunities, unlike Verma et al.’s oncologist interviewees [89]. This
might reveal another specificity about gynaecologist users, who
may be less exposed to clinical AI than those in other specialities.

5.1.2 Providing prioritised information in terms of timeliness and
relevance for clinicians throughout the AI design lifecycle. Our sec-
ond recommendation aims to align transparency with clinicians’
and, in particular, surgeons’ structured thinking process and clinical
workflow (see §4.2). This confirms previous research on surgeons’
procedural approach to tasks [39] but also AI onboarding [24]. Note
our participants are surgeons, but not all gynaecologists are. We
argue transparency can become more meaningful to such clinicians
by following a structured order, key dimensions to which are visu-
alised in Fig.1, though further research could assess whether this
also applies to other types of gynaecologists (Table 4).

5.1.3 Accounting for multidisciplinary teams (MDT) using a clinical
AI system by taking into account the perspective, role, and human
interactions of various types of gynaecologists. Our third design rec-
ommendation specifies the HCXAI emphasis on accounting for the
socio-technical context when designing and evaluating an AI-based
system for users [26, 30, 33] in relation to a less-studied population
and clinical domain—gynaecology (§2.2)—and uses a real-life case
study to ground our findings into real-word settings [7]. Indeed, in
the UK, gynaecologist oncologists approach ovarian cancer diagno-
sis and treatment in MDTs, and thus an AI-based diagnostic tool
needs to support their interactions within such teams (see §4.2).
By describing various gynaecologist users of a potential, real-life
AI-based CDSS (§4.2), we follow Verma et al. in departing from the
“one-size-fits-all” paradigm within HCAI research [88], and Berg
in arguing that clinical IT development requires a user-centered
approach, due to the complex network of people and practices in
healthcare [14]. Further research is needed on characterising the
transparency needs of gynaecologists as individual clinicians and
within MDTs. Others have also stressed the need to better support
patient-provider collaboration [19, 48].

5.1.4 Providing transparent information on the AI-based tool’s con-
ceptualisation, role, and purpose prior to its implementation. Our
final recommendation stresses not only the need for designers to

communicate and engage with clinical users iteratively throughout
the design process [14], but also the importance of providing them
with transparent information about the AI-based tool’s conceptu-
alisation, role, and purpose before its implementation (§4.4). This
could perhaps help to keep AI-based CDSS less obstructive and
increase their contextual fit [102]. It also suggests that, in order to
improve transparency for such clinicians, HCXAI research should
shift from focusing predominately on XAI to also exploring more in-
clusive approaches, and provide clinicians with information before
an AI tool gets implemented (and, indeed, throughout the entire AI
lifecycle, so as to enable understanding and scrutiny [26]).

5.2 Women’s health in the HCI and AI
literature: engaging directly with
gynaecologist users

One key contribution of our study is to expand the AI and HCI liter-
ature on women’s health by directly engaging with gynaecologist
(professional) users. In doing so, we build upon the growing body of
literature exploring women’s bodily experiences and interactions
with health and wellbeing technologies [5, 54], such as Homewood
et al.’s innovative and phenomenological period tracking designs –
e.g. Ovum [43, 44] and Ambient Cycle [45]– and Bardzell’s feminist
HCI research [10, 11, 41]. As we explicitly focus on gynaecolo-
gists’ information needs in the context of a real-life case study of
ovarian cancer, our study can thus complement such feminist HCI
approach by contributing to implement more transparent (and thus
responsible) clinical AI to advance women’s health. Indeed, we
aim to promote further HCXAI research relevant for improving
women’s health realities, where both the medical practitioners and
patients’ perspectives are critical for realising the potential of clini-
cal AI. Moreover, and in line with the limitations of AI transparency
(§2.1), we also acknowledge that clinical AI can bring some risks
for women, e.g. discrimination. Thus more HCI and AI research
is needed into “inaction as a design decision” [42] in relation to
women’s health, i.e. where designers decide not to implement AI
because of its risks for users.

5.3 Study limitations
Due to the logistical challenges of organising in-person, co-design
activities with gynaecologists, one limitation of this study is the
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number of participants we were able to recruit. There is also a
self-selecting bias in our sample of participants, based on their in-
terest in AI systems. However, co-design can yield insights when
conducted with a small group of participants, and we reached con-
sensus on most of our activity findings. We also acknowledge that
despite our best efforts to reproduce each experiment in the same
conditions, this was not always possible. For example, the map co-
designed during the workshop was reproduced in each interview
on a different wall with different features. However, each intervie-
wee had equal opportunities to discuss, challenge, and critique this
map. Similarly, there was insufficient time with clinicians to discuss
system 1 and 2 thinking in the workshop, but this was fully covered
in the interviews. Moreover, we based the co-design activities, e.g.
card sorting, on three of the latest HCXAI systematic reviews that
explicitly included design recommendations for users [58, 90, 91].
Thus, we do not claim the list of 28 recommendations based on these
surveys is exhaustive, e.g. we identified two additional ones in Xie
et al. that were not tested here [98]. We argue this list is nonetheless
indicative of the types of recommendations currently offered in the
HCXAI literature to build transparent AI systems for users. Indeed,
explainability and transparency are different concepts, but given
the various use of both terms in the academic literature, we used
the HCXAI literature reviews as broadly indicative of the current re-
search done in algorithmic system transparency. In all, our findings
towards operationalising such recommendations can be confirmed
with more studies in the field, as described below.

5.4 Further research towards implementing
meaningfully transparent AI systems for
clinicians

Lastly, we encourage more co-design research into implementing
meaningfully transparent AI systems for clinicians. Indeed, Thieme
et al. show it can effectively lead to the integration of a production
interface [85]. Patients must also be engaged as critical stakeholders
of clinical AI. This was outside the scope of our study, however we
encourage more studies directly engaging with patients of clinical
AI, in particular women and non-binary individuals, to help close
the gender data gap [22, 23, 74]. We suggest for example further
studies to validate our design recommendations for meaningfully
transparent clinical AI systems with a different gynaecological case
study (§5.1). As our participants have unanimously highlighted
the importance of the timeline when designing such clinical AI
system, we also encourage future work to involve gynaecologists
as co-designers as early as possible, and at every stage of the design
process. Indeed, a 2021 systematic literature reviews shows that
“clinical experts are less prevalent in developmental stages to ver-
ify clinical correctness, select model features, preprocess data, or
serve as a gold standard”[78]. Building upon our findings, engaging
clinicians as co-designers might be particularly relevant to design
for the “why,” “personalisation,” “integration into clinical practice,”
and “evaluation” categories described above (§5.1). Moreover, we
have described and visualised (Fig. 1) how some gynaecologists
understand what constitutes meaningful transparency in clinical
AI, in the context of ovarian cancer diagnosis with CT scans (§4.3).
However, as our study has shown (§4.2), there is a need for future
research to account for more detailed descriptions of clinical AI

primary users, for example by focusing on the perspective and
information needs of clinicians who might not be as interested in
AI systems as our participants. Finally, although we have explored
how transparency could become meaningful to clinicians, investi-
gating contexts when algorithmic system transparency might not
be enough or could fail, for example to facilitate accountability or
calibrate trust, was beyond the scope of this study. This question is
equally important for safe and ethical AI application in healthcare,
and requires further research with clinicians, including various
types of gynaecologists.

6 CONCLUSION
To this day, implementing AI research into clinical practice remains
challenging, and rather limited in gynaecology. To bridge the gap
between the academic literature and design implementation of clin-
ical AI systems, we investigate gynaecologists’ understanding of
meaningful transparency for clinicians. While transparency is not
a panacea, it is recognised as helpful to calibrate clinicians’ trust
and facilitate accountability. Towards this, we have conducted a
co-design workshop and interviews with n=15 gynaecologists in
the UK and the Netherlands. Using the case study of a Deep Learn-
ing model for ovarian cancer, we have tested and extended recent
HCXAI recommendations for building transparent AI systems for
users, by grounding them into a specific and less-studied clinical
domain: gynaecological imagery. In doing so, our aim is to com-
plement and help operationalise such recommendations in clinical
practice. Our study reveal that HCXAI must better account for
clinical teams with different types of gynaecologist users. We also
show that the timeliness and relevance of the information given
users about the AI-based tool is key for transparency to become
meaningful for clinicians throughout the design lifecycle, and in
particular information about the tool’s conceptualisation, role, and
purpose provided prior to its implementation in clinical practice.
Our main contributions include: i) testing recommendations from
the latest HCXAI literature in a specific, relatively less-studied clini-
cal domain with a prospective, real-life AI application; ii) describing
and visualising gynaecologists’ understanding of meaningful AI
transparency for clinicians; iii) outlining research and four design
recommendations towards meaningful transparency for clinicians;
and iv) expanding HCI and AI research on women’s health by
directly engaging with gynaecologist as users and co-designers.
Exploring such issues is key to implement more transparent AI
systems that more effectively meet clinicians’ information needs.
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