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ABSTRACT
As AI assistants become increasingly sophisticated and deeply inte-
grated into our lives, questions of trust rise to the forefront. In this
paper, we build on philosophical studies of trust to investigate when
user trust in AI assistants is justified. By moving beyond a focus on
the technical artefact in isolation, we consider the broader societal
system in which AI assistants are developed and deployed. We
conceptualise user trust in AI assistants as encompassing two main
targets, namely AI assistants and their developers. We argue that
– as AI assistants become more human like and exhibit increased
agency – discerning when user trust is justified requires considera-
tion not only of competence, on the part of AI assistants and their
developers, but also alignment between the competing interests,
values or incentives of AI assistants, developers and users. To help
users understand if and when their trust in the competence and
alignment of AI assistants and developers is justified, we propose
a sociotechnical approach that requires evidence to be collected
at three levels: AI assistant design, organisational practices and
third-party governance. Taken together, these measures can help
harness the transformative potential of AI assistants while also
ensuring their operation is ethical and value aligned.

CCS CONCEPTS
•Computingmethodologies→Philosophical/theoretical foun-
dations of artificial intelligence; • Human-centered comput-
ing → Empirical studies in HCI ; • Social and professional topics
→ Governmental regulations.
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1 INTRODUCTION
In recent years, the AI field has seen rapid advances in foundation
models [12] and novel techniques (e.g. RLHF [8]) to shape them
into dialogue agents for a wide range of downstream tasks. This has
enabled a shift from older generations of assistant technologies (e.g.
Amazon’s Alexa and Apple’s Siri) to an emerging class of advanced
AI assistants that promise to offer more generalist capabilities, in-
creased autonomy and a broader scope of application [35]. Early
examples of such assistants that have been recently announced or
deployed by a range of AI labs include Meta AI [72], Google’s Gem-
ini [41], Microsoft’s Copilot [74], Inflection’s Pi [51] and Open AI’s
Assistants API [91]. Through natural language interfaces, advanced
AI assistants are expected to plan and execute actions on a user’s
behalf across one or more domains [35, 119]. For example, they may
be used as personal planners, tutors, scientific research assistants,
medical assistants, counsellors or life coaches helping users further
their life goals. Not only is this emerging class of AI assistants likely
to be deployed rapidly and at scale (as they require little specialist
knowledge for their use), if this anticipated trajectory holds true,
they also have the potential to be socially transformative by becom-
ing deeply integrated into our individual and collective lives. They
may change our approach to work, education and creative projects
[43, 97], our interaction with other people and technologies [124],
and the operation of entire information ecosystems, the economy
and the environment [27, 35, 67], hence shaping the distribution of
opportunities within society.

This kind of influence makes the question of trust critically
important for user–AI assistant interactions. On the one hand, low
user trust in highly capable AI assistants could lead users to miss out
on opportunities such as increased productivity or job quality [55,
97]. On the other hand, high levels of trust in AI assistants may not
be well-calibrated with AI assistants actual capabilities or goals. For
example, AI assistants may be affected by unintended capability- or
goal-related failures [61, 101, 117], or they may be designed to take
advantage of user vulnerabilities (e.g. through anthropomorphic
cues [1]). In either case, users could come to rely on AI assistants in
contexts where it is not safe to do so [122], unduly disclose private
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information to them [125] or fall victim to manipulation, deception
or coercion [96]. These examples underscore the importance of trust
for researchers, engineers, practitioners and policymakers seeking
to identify and mitigate the sociotechnical harms of advanced AI
assistants. Yet, trust remains a multifaceted phenomenon that has
been studied across disciplines and theorised in terms of various
antecedents, objects, levels and types [85, 126, 134]. The study of
user trust in AI assistants therefore requires further investigation.

Past empirical work has studied whether and how humans trust
digital assistants [86, 98, 114, 146]. However, the normative ques-
tion of whether that trust is justified remains under-researched,
especially in the context of assistants with more generalist capabil-
ities, autonomy and scope of application. Thus, this paper focuses
on the distinctive features of advanced AI assistants, understood as
sociotechnical artefacts, to propose a novel account of the condi-
tions that make user trust in AI assistants justified. We first clarify
what we mean by ‘trust’ and ‘justified trust’ by turning to phi-
losophy, which has a long tradition of investigating foundational
questions around the nature of trust (what trust actually is) and
its normativity (why it is ethically important). We then build on
social sciences, policy and philosophy work on human trust in AI
to show that the human-like features of AI assistants may induce
users to trust the technology – even as the autonomy and the abil-
ity to execute actions across a range of domains makes advanced
assistants prone to new kinds of accident or to depart from users’
goals and values. Reaching beyond a narrow focus on the tech-
nical artefact, our account also considers the goals of those who
develop AI assistants and the way this relates to user trust, given
that these goals may or may not align with those of users. This sets
the scene for our argument that user trust in AI assistants encom-
passes two main targets, namely AI assistants and their developers,
and that discerning when user trust is justified requires consid-
erations around not just competence on the part of AI assistants
and their developers, but also alignment between the competing
interests, values or incentives of AI assistants, developers and users.
Lastly, we propose a sociotechnical approach [65, 115, 141] to help
users understand if and when their trust in the competence and
alignment of AI assistants and their developers is justified. This
approach requires gathering evidence of effective interventions
at three levels: AI assistant design, organisational practices and
third-party governance.

2 WHAT IS TRUST? PHILOSOPHICAL
APPROACHES

Philosophical accounts of trust tend to share a few features. First,
philosophers argue that trust is always directional [44]: A could
trust actor B with regard to task X, and actor C with regard to
task Y. The key challenge of trust relationships is to identify when
trust is well-directed or justified, i.e. how to trust the trustworthy
but not the untrustworthy [93]. While trust is an attitude of the
trustor, trustworthiness is a property of the trustee: somebody is
trustworthy if they are deserving of our trust, meaning that we
have good reasons to trust them, with regard to a specific task or
a range of tasks [108]. This means that somebody who is trusted

is not necessarily trustworthy, and so trust is not always desirable,
but only when directed to a trustworthy trustee [94].1

Second, at a minimum trust involves expectations about the
trustee’s competence (skills and experience) and willingness to
undertake the task the trustor entrusts them with [44]. However,
the trustor’s beliefs and expectations in the trustee may not be ful-
filled, so they are in a position of vulnerability because the trustee
could betray their trust [92]. Thus, there is an inverse relationship
between certainty and need for trust: the more evidence the trustor
has to support their beliefs and expectations, the less they need to
trust [58].

Third, philosophical accounts of interpersonal trust differentiate
between trust and mere reliance. Being reliable is about behaving
predictably [44]. As Ori Freiman [32] puts it: ‘Reliability can be
thought of as a law-like regularity, that can be predicted in calcu-
lations and discussed in terms of accuracy’. When A relies on B
with regard to X, A makes reasonable predictions about B based
on evidence of their past performance; thus, A acts as if X will
occur without active consideration of B’s inner motives, moral com-
mitments or values [44, 59]. In contrast, not only is uncertainty
intrinsic to trust relationships; the trustor also has normative rather
than predictive expectations: their reasons to trust reside in their
belief that they know or understand the trustee’s inner psycho-
logical or mental states or their values and commitments [20]. For
example, A may believe that B is motivated by goodwill or by the
‘right’ kind of motives towards them (affective account of trust, see
[54]), or that B has made a commitment towards them and will do
what they ought to do (normative account of trust, see [46]). In this
sense, while reliability means predictability trustworthiness is often
understood as something admirable or as a virtue [46]. Thus, when
we trust we have expectations (which could be betrayed) about not
just the trustee’s competence and willingness to undertake a certain
task [44], but also their integrity, i.e. their benevolence towards
us, their adherence to a set of principles we find acceptable and
their inclination to take responsibility for their actions [23]. Clearly,
when we trust we do not always explicitly evaluate the reasons for
judging someone to be trustworthy (cognitive trust [70]), instead
relying on heuristics or cognitive shortcuts based on experiences of
similar situations [23] or our emotional connection to the trustee
(emotional trust [70]).

1As we explore below, there can be a mismatch between how things appear to the
trustor and how things actually are. In this sense, we can distinguish between two
(overlapping) senses of justified trust: when the trustor believes, on the basis of the
available evidence, that the trustee is trustworthy, and when the trustor’s trust is
directed to a trustee that is actually trustworthy.What ultimatelymatters in discussions
around trust is the (for lack of a better term) metaphysical issue of whether the trustor’s
trust is appropriate given that the trustee is actually trustworthy, but in practice trustors
need to operate on the basis of the available evidence. Thus, here we are derivatively
concerned with the former (epistemic) sense of justified trust on which the justification
is indexed to the trustor’s evidence. Even then, ‘justification’, so understood, admits
two interpretations. In particular, it can mean that trust is permissible and that there is
a positive reason for the trustor to trust the trustee; or it can mean that the trustor is
epistemically obligated to trust the trustee on the basis of the available reasons (such
that it would be epistemically wrong for the trustor not to trust the trustee). We use
the term ’justified trust’ in the former less demanding sense. Overall, then, on our
account, trust is justified if it is ‘well-founded in light of the evidence presented’. The
salient question is: ‘Given my evidence, is it reasonable for me to trust X? Do I have
good reasons to believe that X is trustworthy?’. This highlights the importance of
providing users with evidence of the interventions we discuss in Section 6.
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Finally, by considering the social and technological systems
within which people interact in their daily lives, some philoso-
phers distinguish trust and reliance from confidence [44, 45]. While
trust tends to require beliefs about the trustee’s internal motives,
values or commitments, we sometimes lack or are unable to form
such beliefs – for example when we lack any personal knowledge
of the person (e.g. a doctor) we are interacting with, or when we
interact with institutions or organisations (e.g. a hospital) and are
not aware of the motives, values or commitments of the individuals
who are part of them. In such cases, we may still have confidence
that they will do X (e.g. take care of our health rather than harming
us) because of our beliefs about the external norms and mechanisms
(e.g. professional norms and certifications, laws and regulations)
that govern the system in which our interaction takes place. In this
sense, confidence is ‘assured reliance’ [44]. In fact, according to
this line of reasoning, because trust requires the trustor to become
vulnerable to the trustee, in cases where we cannot form beliefs
about the motives and commitments of those we are interacting
with, our relationship with them should not be based on trust, but
rather on assurances and guarantees that reduce the need for trust.
This should be particularly the case in contexts where they could
legitimately have competing interests and aims that could conflict
with our interest and goals.

In the remainder of this paper, we build on the philosophical
foundations of trust discussed in this section to develop an account
of justified user trust in advanced AI assistants.

3 HUMAN TRUST IN AI
In recent years, trust has become a central topic in debates around
AI, and has attracted increasing interest from academics, industry
actors, policymakers and civil society organisations as a tool for
governing the responsible development, deployment and use of
emerging AI applications [32, 105]. For example, trust features as
one of the principles underscoring the voluntary commitments that
the US government has secured from leading AI companies [131], as
well as President Biden’s Executive Order on Artificial Intelligence
[132].

This policy-focused interest around trust in AI has led to the
development of a range of guidelines or frameworks [48, 81, 85, 87],
some of which have been consolidated in the EU AI Act [28]. Trust-
worthy AI frameworks tend to propose certain characteristics of, or
conditions for, trustworthy AI systems. They typically hold that AI
systems should be reliable, safe, resilient, transparent, explainable,
privacy enhancing and fair [85], or ethical, legal and robust [48].
These conditions are grounded in a set of key ethical principles, com-
monly centred on the categories of beneficence, non-maleficence,
autonomy, justice and explicability [31], that the development, de-
ployment and use of AI should be aligned with for the technology
to be considered trustworthy. Trustworthy AI frameworks also
tend to set out the actions and approaches that those developing,
deploying, using or affected by AI should take at various stages of
the AI life cycle to operationalise the characteristics and conditions
of trustworthy AI systems [48, 85] so that the social and economic
benefits of AI can be maximised and its risks prevented or mitigated
[64, 123, 133].

Some scholars, especially among philosophical circles, have crit-
icised the proliferation of trustworthy AI research and frameworks
by arguing that trust is an inappropriate category (a ‘category error’)
in human–machine interactions or that machines, including those
powered by AI, are improper objects of trust [106, 108]. Indeed, the
distinction between relying and trusting, where the latter involves
considerations about the trustee’s inner psychological states, values
and commitments, suggests that we can rely on AI systems, but the
concept of trust cannot apply to them. This is because AI systems
lack the psychological states, motives and commitments that only
full moral agents have and that are necessary for establishing (or
betraying) trust relationships [46].

In response to this view, some scholars have argued that one
needs not to hold mistaken anthropomorphic assumptions about
the psychology of AI systems in order for the concept of trust to
apply to human-AI interactions. For example, we may trust AI
systems in a derived sense [32, 83], through trusting those who
have designed and developed them, or those involved in verifica-
tion and validation methods or experts’ evaluations [26, 30, 68].
Indeed, most contemporary models of trust in technology adopt
a ‘dualistic perspective on trust’ [133] which includes both trust
in the technology itself (including its functionality and capabili-
ties) and trust in the individuals and organisations developing the
technology (encompassing their competence and integrity) [135].
These people may or may not be worthy of trust in their own right
[99]. This leads, in turn, to questions about the appropriate range
of normative expectations to place on developers, including the
need for them to take (some level of) responsibility in cases where
trust in technology appears to have been betrayed [107].

Moreover, on many occasions humans are aware they are not
interacting with a full moral agent (that has motives and intention-
ality or can make commitments) but nonetheless experience their
relationship with the AI as a trust relationship [20, 63]. The tradi-
tional philosophical view of trust, which considers applications of
the concept of trust to machines as grounded on mistaken anthropo-
morphic assumptions, seems to disregard this important evidence
around human experiences. As has been argued [32], the value of a
perspective that applies the concept of trust and trustworthiness
to AI is that it highlights that there are cases where humans could
become vulnerable to misuses of the technology they experience
a trust relationship with. Empirical evidence from disciplines like
computer science, HCI, robotics and psychology has indeed showed
that machines exhibiting more human likeness in their appearance
or behaviour lead humans to build relationships with them that
are similar to those they establish with humans [37]. In particu-
lar, increased AI autonomy and agency – which enable AI systems
to enact more socially oriented behaviours (e.g. responsiveness)
– tend to inspire trust, especially in cases where human likeness
is paired with high levels of machine capability [39, 56, 75, 125].
Additionally, human-like behaviours may even even compensate
for low reliability [75] – something that may be a byproduct of
AI systems changing their behaviour as they learn from new data
[133].

This last point allows us to attend to a further consideration
that is sometimes neglected by accounts that suggest only reliance,
not trust, can be applied to human-AI interactions. This is that
law-like regularity and predictability – entailed in by the notion
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of reliability at hand – is often hard to find in AI systems. Indeed,
the complexity and opacity of AI systems, as well as the complexity
of the social contexts in which they are deployed, make them less
predictable, thus challenging efforts to ensure that they will do
what they are expected to do [85, 126]. Moreover, because they do
not require hand-crafted instructions to execute a task, but rather
learn from experience or by responding to signals from the envi-
ronment, AI systems have higher degrees of freedom or autonomy
in decision-making compared to technologies like hammers, cars
or older rule-based systems [34]. In this sense, AI systems are not
mere tools and they can take actions that depart from users’ goals
or even from the intentions of their developers, at times resulting
in safety accidents or other undesirable behaviours [61]. Indeed,
a large body of work in AI safety is dedicated to studying those
AI systems’ behaviours (e.g. specification gaming, reward hacking,
goal misgeneralisation, failures of distributional shift) that can lead
to undesirable or dangerous outcomes, and developing mitigations
to ensure that the goals of AI systems are aligned with what their
developers intend them to do [3, 47, 117].

The complexity, opacity and autonomy of AI systems adds un-
certainty to human-AI interactions, and – as philosophical studies
of trust suggest – uncertainty is an intrinsic dimension of trust
relationships (see Section 2). Thus, while trust as grounded on
assumptions that AI systems have inner states, motives and com-
mitments may be a category error, it seems that we can apply the
concept of trust to human-AI interactions based on the acknowl-
edgement of the uncertainty that characterises our interactions
with them.2

4 WHY IS STUDYING TRUST IN ADVANCED
AI ASSISTANTS IMPORTANT?

Advanced AI assistants present all the aforementioned qualities
that make focusing on trust in AI not just relevant, but in fact, ur-
gent. First, compared to older generations of assistant technologies,
which employed narrow AI for tasks like text-to-speech, advanced
AI assistants exhibit increased agency, which is likely to develop
further as the underlying technology continues to improve. When
applied to humans, agency is often understood as implying that the
agent can perform intentional actions [21], but AI assistants are not
obviously the kinds of entities that can be said to have intentions
[118]. Rather, in this context agency refers to the ability of an AI
system to execute sequences of actions over an extended period of
time to meet high-level user goals (e.g. organising a birthday party),
without the need for each of the assistant’s actions to be concretely
specified in advance [16, 119]. It is because of such agency, which
could even be powered by tool-use capabilities (e.g. accessing the
user’s bank account to pay for the party venue, see [95, 113]), that
AI assistants are expected to be useful to humans – by enabling
them to get more done or to have more impact with less effort (in-
cluding in tasks that are beyond their skill set or knowledge [119]).
However, with increased scope to autonomously plan and perform

2In human-human trust relationships, uncertainty is due to the fact that the expec-
tations the trustor has about the motives and commitments of the trustee may be
betrayed. In human-AI interactions, uncertainty instead results from the properties of
AI systems (here described in terms of opacity, complexity and increased autonomy or
degrees of freedom) and the complexity of the environment in which they are deployed
(see also Section 6.2).

long sequences of actions with limited user instruction or super-
vision, AI assistants may become more likely to cause accidents,
for example when they lack the capabilities to safely execute even
one of those actions. Due to misspecified or misinterpreted user
instructions assistants may also end up taking actions that depart
from, and so are not aligned with, users’ goals [61, 117], including
morally-relevant goals (i.e. goals that pertain to what a user values
as good or bad or what they think ought to be promoted). In the
context of studying trust in AI assistants, this highlights the impor-
tance of focusing on both the ability of assistants to do what their
users instruct, and so expect, them to do; and their alignment with
user values [33].

Moreover, through their natural language interfaces, AI assis-
tants may offer new opportunities for humans to develop relation-
ships with responsive and interactive technologies [35, 39]. This is
particularly the case for AI assistants that are capable of engaging
with users in extended dialogues and through repeated interactions
over a long period of time, whilst also storing memory of user-
specific information and prior interactions [37]. In this sense, user
relationships with AI assistants differ from mere interactions with
AI systems that, for example, power a search engine. Users may
engage with their assistants in ways that lead them to develop a
connection with or sense of commitment to these agents – a ten-
dency that has already been observed among users of Replika AI
companions [62, 124]. AI assistants may, in this way, offer users
the opportunity to form intimate bonds with and to receive emo-
tional support from the technology. However, they may also lead
users to feel like (or assume) they are interacting with a trusted
friend – even though uncertainty surrounding the capabilities and
alignment of AI assistants means that such assumptions may be
misplaced.

It is also important to note that, as elements of wider sociotech-
nical systems, AI assistants are not only developed by ‘many hands’
[84] but also deployed in the real world, where they become embed-
ded in complex interactions with individual users (and non-users)
and broader social structures [65, 115, 141]. This means that they are
entangled in complex networks of actors with different objectives
and whose goals and values may or may not align with those of
users. These broader factors also bear upon the appropriateness of
user trust in the technology, and so deserve consideration [81, 121].

In the following analysis we offer a philosophical, rather than
empirical, investigation of user trust in AI assistants. This is because
empirical studies are usually conducted in controlled lab environ-
ments [60] and so they tend to focus on human trust in the technical
artefact (the AI system and its functionality) in isolation from those
who develop it and the broader societal system in which it is de-
ployed. In addition, in describing how humans come to trust AI
systems, some empirical studies focus primarily on how to ensure
that humans will establish and maintain trust, which is assumed
to be a critical driver in technology acceptance and adoption [98].
In this way, this literature does not engage with the concern that
those who have incentives to develop technologies that people like
and adopt could misuse research findings in this area to deploy AI
systems with characteristics that will induce users to trust them,
even when it is inappropriate to do so. By approaching the ques-
tion of trust in user-AI assistant interactions from a philosophical
vantage point, we hope to set the foundations for future empirical
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research to identify patterns where users tend to trust AI assistants
in contexts where they should not, and for future work aimed at
developing mitigations against these patterns. As highly capable
AI assistants that can take actions on users’ behalf, in line with
their expectations across multiple domains, do not yet exist, our
approach is anticipatory and speculative [100, 129]. However, it
is also empirically rigorous as it is informed by the best available
evidence from research on human trust in AI.

5 UNDERSTANDING JUSTIFIED TRUST IN
ADVANCED AI ASSISTANTS

The above review of the literature suggests that trust in the context
of user–AI assistant interactions can be understood as involving
different targets. In particular:

• Users may trust or fail to trust AI assistants.
• Users may trust or fail to trust developers of AI assistants,
including corporations, researchers and states.3

AI assistants may have a great deal of influence upon users’ lives
and exhibit increased autonomy and agency in executing tasks
(see Section 4). In addition, developers of AI assistants will have
their own interests goals, and values, which may or may not align
with those of users. Thus, investigating when user trust is justified
requires that we consider users’ expectations around:

• Competence: users may believe or fail to believe that an AI
assistant and/or its developers have the relevant skills or
capabilities needed to do what they are supposed or expected
to do.

• Alignment: users may believe or fail to believe that an AI
assistant and/or its developers are appropriately aligned with
their values and interests.4

On this account, advanced AI assistants are trustworthy, and
so user trust in them is ‘justified’ in the sense of being directed
to a trustee that is actually trustworthy, if AI assistants (a.1) have
the capabilities to do what they are supposed to do, and (a.2) are
aligned with users’ values and interests. For this to be possible
AI assistants require developers who (b.1) have the competence to
develop assistants with the capabilities to dowhat they are supposed
to do, and (b.2) have the competence, motives and commitments to
develop assistants that are aligned with users’ values and interests.

Below we discuss a range of risks that may arise when users’
expectations around the competence and alignment of AI assistants
and their developers are misplaced. This will set the scene for a
discussion of what is required to support justified trust in user-AI
assistant interactions.

3The dichotomy between AI assistants and developers is in itself reductionist, given
that AI systems are developed and deployed through complex supply chains [19] that
involve various AI actors, each of which could be the target of user trust. For example,
a company may develop an AI model that is then turned into an application and made
available for user-facing products by another company [141]. In Section 6.3, we discuss
how this complicates the development and implementation of effective interventions
to make AI assistants trustworthy.
4By alignment, here we refer to what is often termed ‘value alignment’ in the literature
[33, 34]. Our understanding of value alignment encompasses both ‘integrity’ (the
extent to which the trustee is perceived to adhere to a set of principles that the trustor
finds acceptable) and ‘benevolence’ (the extent to which the intents and motivations
of the trustee are aligned with those of the trustor) from [69]’s ABI model of trust.

5.1 Competence
Users may expect that AI assistants have the capabilities to do
what they are supposed to do, and that will not do what they are
not supposed to, including various forms of undesirable behaviour.
Nonetheless, such beliefs may be misguided, if user expectations
have been inflated as a result of marketing strategies or wider trends
in the technology press that inflate claims about AI capabilities
[80, 101]. Moreover, evidence shows that more autonomous systems
(i.e. systems operating independently from human direction) tend to
be perceived as more competent [71] and that conversational agents
tend to produce content that is believable even when nonsensical
or untruthful [90]. Over-trust in assistants’ competence could be
particularly problematic in cases where users rely on them for
high-risk tasks they do not have expertise in (e.g. to manage their
finances), as users may lack the skills or understanding to challenge
the information or recommendations provided by the AI. Without
proper safeguards, this could lead to the use of AI assistants in
contexts where it is unsafe to do so [119].

Users may also underestimate AI assistants’ capabilities. For
example, those who have engaged with an older version of the
technology may underestimate the capabilities that AI assistants
may acquire through updates. These include potentially harmful
capabilities. For example, through updates that allow them to collect
more user data, increasingly agentic AI assistants could become
highly personalisable and able to influence users, including for
power seeking purposes [16], or acquire the capacity to plug in
to other tools and directly take actions in the world on the user’s
behalf (e.g. initiate a payment or synthesise the user’s voice to make
a phone call). These developments could potentially circumvent
user autonomy if not paired with appropriate checks and balances,
which could range from periodic agent time-outs that enable users
to review and authorise the agent’s actions to preventing assistants
from performing certain actions entirely [119].

Lastly, user trust could be misplaced when users wrongly assume
that the developers of AI assistants have the competence to develop
a technology that will do what is expected or supposed to do, includ-
ing providing technical assurances that the assistant is safe.5 This is
a type of over-trust that is often neglected in the literature on trust
in AI, but that becomes particularly relevant with technologies that
are not mere market commodities, as we anticipate will be the case
for AI assistants. When AI assistants are supposed to assist humans
in essential daily tasks or serve core human needs (e.g. independent
living or the need for companionship), or when they are deployed
in safety critical contexts, it becomes urgent for developers to learn
about users’ needs through participatory methods [11] and work
with domain experts [17], so that they can provide a competent
service to users.

5.2 Alignment
Beyond the expectation that their AI assistant has the capabilities
to do what it is expected to do, users may also have expectations
that AI assistants are aligned with their values and interests [33, 34].
5There may also be cases where users will believe that developers lack the competence
to develop an AI assistant that will do what is expected to do. While this may hinder
adoption of the technology, and so could be commercially disadvantageous for devel-
opers, these cases seem less morally problematic for the individual user compared to
the other scenarios described in this section.
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Users may develop undue trust in the (value) alignment of AI assis-
tants as a result of emotional or cognitive processes [70]. Evidence
from empirical studies on human trust in AI [56] suggests that AI as-
sistants’ increasingly realistic human-like features and behaviours
are likely to inspire users’ perceptions of friendliness and a sense
of familiarity towards their assistants, thus encouraging users to
develop emotional ties with the technology and perceive it as being
aligned with their own interests and values. The emergence of these
perceptions and emotions may be driven by developers’ desire to
maximise the appeal of AI assistants to their users. Although users
may form these ties when they mistakenly believe that assistants
have the capacity to love and care for them and have good motives
and commitments towards them, the attribution of mental states
is not a necessary condition for emotion-based alignment trust
to arise. Indeed, humans have been shown to develop emotional
bonds with AI systems even when they are aware they are inter-
acting with a machine [124]. Moreover, the assistant’s function
may encourage users to develop misplaced expectations around the
technology’s alignment through cognitive processes. For example,
a user interacting with an AI assistant for medical advice may de-
velop expectations that their assistant is committed to promoting
their health and well-being in a similar way to how professional
duties governing doctor–patient relationships inspire trust [77].

Users’ trust in the alignment of AI assistants may be ‘betrayed’,6
and so expose users to harm, in cases where assistants are them-
selves accidentally misaligned with developers’ goals [34, 117]. For
example, an AI medical assistant fine-tuned on data scraped from a
Reddit forum where non-experts discuss medical issues is likely to
give medical advice that may sound compelling but is unsafe, so it
would not be endorsed by medical professionals. Indeed, excessive
trust in the alignment between AI assistants and user interests may
even lead users to disclose highly sensitive personal information
[125], thus exposing them to malicious actors who could get access
to such information and repurpose it to ends that do not align with
users’ best interests (e.g. to commit fraud, see [96]).

Ensuring that AI assistants are not accidentally misaligned with
developers’ goals is only one side of the problem of alignment
trust. The other side centres on situations where user trust in the
alignment of AI assistant developers is itself miscalibrated. While
developers typically aim to align their technologies with users’
preferences, interests and values – and are incentivised to do so to
encourage adoption of and loyalty to their products – the satisfac-
tion of these preferences and interests may also compete with other
organisational motives, commitments and incentives (e.g. economic
profitability). These organisational goals may or may not be com-
patible with those of the users. As information asymmetries exist
between users and developers of AI assistants [145], particularly
with regard to how the technology works, what it optimises for
and what safety checks and evaluations have been undertaken to
ensure the technology supports users’ goals, it may be difficult
for users to ascertain when their trust in developers’ alignment is
justified, thus leaving them vulnerable to those developing the tech-
nology. For example, a user may believe their AI assistant is akin
to a trusted friend who books holidays based on their preferences,
6To reiterate a point made above, because AI systems lack the psychological states,
motives and commitments that only full moral agents have, they cannot truly betray
human trust.

values or interests, when in fact, by design, the technology is more
likely to book flights and hotels from companies that have paid for
privileged access to the user.

User distrust towards AI assistants and developers, when these
are in fact aligned with users’ interests, can also be problematic.
Indeed, AI assistants could offer users advantages like personalised
education, improved job productivity or personalised advice to
make successful long-term life decisions, and they may even gate
access to services affecting material well-being (e.g. healthcare or
government benefits). Thus, distrust that results in refusal to adopt
the technology could widen inequalities between ‘haves’ and ‘have-
nots’ [24]. This concern becomes particularly compelling if we
consider that distrust towards AI assistants or their developers may
not arise randomly within society, but rather systematically among
certain social groups (e.g. older people or communities who have
in the past been disadvantaged by technological advances).

6 SUPPORTING JUSTIFIED USER TRUST IN
ADVANCED AI ASSISTANTS: A
THREE-LAYERED APPROACH

Having unpacked what we mean by ‘trust’ in the context of user–AI
assistant interactions, and showed that there are cases in which
users could have misplaced expectations around the competence
and alignment of AI assistants and their developers, here we pro-
pose an approach to support users in discerning if and when compe-
tence and alignment trust in AI assistants and developers is actually
justified. Given the sociotechnical nature of advanced AI assistants,
we argue that user justified trust should be supported by providing
evidence at three levels:

• AI assistant design, which concerns safeguards that should
be put in place at the level of the technology to encourage
justified trust in it.

• Organisational practices, which concerns steps AI assistants’
developers should take to demonstrate their trustworthiness.

• Third-party governance, which focuses on the content of
norms and regulatory mechanisms within which AI assis-
tants are deployed and that enable external oversight bodies
to act as custodians of public trust.

According to this approach, effective interventions need to be
implemented at all three levels to support user justified trust in
AI assistants.7 As philosophical accounts of trust suggest (see Sec-
tion 2), evidence around the implementation of these interventions
would reduce the need for trust, while increasing user confidence
that their expectations around the competence and alignment of AI
assistants (and their developers) are well placed. However, given
assistants’ increased autonomy, uncertainty cannot be removed
completely in user-AI assistant interactions, and so documenta-
tion around these intervention can only function as a signal of
trustworthiness rather than as full proof [126].

7It is worth noting that there may be cases where, despite developing trustworthy
technologies, developers may still fail to gain users’ trust in them. Thus, documenting
the interventions that have been taken at the three levels could also be a way to address
user distrust.
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6.1 AI assistant design level
This level concerns the choices that developers need to make about
the design of AI assistants to encourage justified trust in them. Risks
associatedwithmisplaced user expectations around the competence
and alignment of AI assistants require interventions at this level.

Users cannot develop justified trust in the competence and align-
ment of AI assistants unless developers themselves: (1) have taken
steps to reduce the risk that the technology is accidentally mis-
aligned and (2) have a clear understanding of the mechanisms
through which certain assistant features,8 repeated user–assistant
interactions over time, or inflated claims about the technology may
lead users to harbour unjustified judgements or misplaced per-
ceptions about the degree to which an AI assistant is competent,
aligned and trustworthy. This requires developers to: (1) invest in
research efforts designed to ensure that AI assistants are both safe
and aligned (e.g. via scalable oversight [9, 52], interpretability [109]
and causality research [29, 57, 139]); and (2) undertake rigorous
evaluations of AI assistants throughout the development life cycle
[119]. Developers also need to monitor post-deployment behaviour
and misuse, especially in complex deployment environments [122].
The results of these analyses and evaluations should, in turn, be
used to inform design decisions and implement mitigations that
allow users to develop justified trust in AI assistants.

The current landscape of sociotechnical safety evaluations of
AI systems focuses primarily on assessing the capabilities of such
systems and their technical components (e.g. training data and
model outputs), while neglecting harms that arise at the human
interaction level and the systemic impacts of AI systems [138, 141].
To support justified user trust in AI assistants, appropriate and
robust evaluations need to pay particular attention to the way
in which users interact with this technology and the impact that
such interactions have on users (see [53] for a critical discussion
of what evaluation of trust should require). The proliferation of
AI assistants offers the opportunity to undertake evaluations at
the user–AI interaction layer, both via behavioural experiments
and user testing (including interviews and surveys) and via passive
monitoring of user engagement with AI assistants [141]. While
there is broad consensus that AI systems should readily disclose
their status as AI systems [130], user–assistant interaction studies
may also allow developers to identify cases where some level of
anthropomorphism may be appropriate [2] because it supports
rather than hinders justified trust [20]. For example, an AI tutor
may exhibit socially oriented behaviours that encourage young
users to perceive them as friendly, so they may feel more inclined
to collaborate with the AI to achieve their own goals (e.g. improve
their calculus skills), without generating erroneous beliefs about
competence or alignment.

6.2 The organizational practices level
However, changes and safeguards at the level of the design of AI
assistants are not sufficient for grounding justified trust in the
technology overall. This is for at least three reasons:

• System complexity: The scale of the models underpinning AI
assistants is connected to safety and alignment challenges

8For example, the assistant’s tendency to produce incorrect but believable content, its
ability to produce personalised responses, or labelling it an ‘expert’ [75].

that can be difficult to predict [5, 15, 122]. Although the
extent of this phenomenon is debated [4, 111], empirical
evidence suggests that unexpected and abrupt capability
gains in specific tasks can manifest with increased computa-
tion, number of parameters and training data [140], and that
some surprising behaviours are unknown until models are
solicited using novel inputs or fine-tuned for specific pur-
poses [38]. This complicates efforts to make design changes
to mitigate undesirable behaviours and ground user trust.

• Complex deployment environment: It can be difficult for de-
velopers to imagine all the possible ways in which users may
seek assistance from or misuse AI assistants, and the risks
associated with these actions, until the technology has been
deployed at a certain scale in the wild [141]. Moreover, once
released, AI assistants – each responding to the instructions
of their principal users – will have to coordinate with other
AI assistants and so with humans other than their principal
users. This may engender competitive situations [35]. For
example, two assistants trying to use the same tools or access
the same services for their respective users (e.g. an online
platform for booking concert tickets) may encounter ‘com-
mitment problems,’ in which one AI assistant forces another
to take a suboptimal course of action by credibly commit-
ting to a particular course of action first [104]. Moreover,
when tasked to find a common solution between two or more
users (e.g. choosing a restaurant for dinner), AI assistants
may seek to bring about different ends in accordance with
conflicting instructions from the different users (e.g. due to
users different cuisine preferences). This may lead to ‘col-
lective action problems’ [89], whereby it would be best for
everyone if their assistants cooperated, but where one user
could personally gain from their assistant choosing to defect
while the others cooperate. This suggests that the network
of many assistant agents interacting with many users and
society at large is likely to expand the field of uncertainty
around possible risks and necessary mitigation measures.

• Sensitivity: If, as we anticipate, AI assistants become deeply
integrated in our daily lives and users interact frequently
with them, developers will have access to a deep personal
knowledge of users, including sensitive information. AI assis-
tants will indeed have to collect data about users to achieve
tasks on their behalf or even further their life goals. In this
context, users have a legitimate expectation not only that
the technology will behave as expected and desired but also
that developers have the competence to safeguard their in-
formation and support their interests while not using their
information in ways that users do not endorse. Users will
also likely expect developers to be held accountable if these
expectations appear to have been betrayed.

Thus, in addition to measures at the level of the design of AI
assistants, it is important to focus on the practices, processes and
behaviours that enable developers to show that they deserve user
trust [10, 120]. Customer trust in corporations has been (or appears
to have been) betrayed in numerous situations. Well-known cases
include tobacco companies misleading customers about the health
risks associated with cigarette smoking [137] and the Volkswagen
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emission scandal [49]. However, organisations can provide evidence
of their trustworthiness, and inspire confidence that users’ trust is
justified, by being transparent about the processes they have put in
place to ensure that AI assistants will produce good in society and
minimise risks of harm.9

In certain cases, the provision of evidence and documentation can
largely replace the need for direct trust in developers [44, 45, 58],
assuming that this documentation, which is often intended for
regulators and domain experts, is appropriately and effectively
communicated to members of the public [112]. To give a concrete
example, users will not need to trust that AI assistants are aligned
and have the capabilities that developers claim they have if those
developing the technology provide evidence demonstrating that
these standards are met.10 The required measures have been inter-
preted by [14] as a set of ‘verifiable claims’ which are sufficiently
precise to be falsifiable and that expand beyond claims supported by
formal verification methods to include those that can be evaluated
on the basis of broader argumentation and evidence. Claims about
the safety, security, fairness and privacy protection of AI assistants
can be verified in this manner, including via the release of detailed
documentation about the models underpinning AI assistants and
about the range of appropriate and inappropriate use [18, 76]. Sit-
uated within a broader ecosystem, these documents can, in turn,
serve as a focal point for independent scrutiny (see Section 6.3).

Examples of other practices that enable AI assistants’ developers
to demonstrate their trustworthiness include:11

• The publication of ethical charters or guiding principles that
they commit to following (e.g. [110, 131]). These could in-
clude, for example, the commitment to invest in participatory
methods to engage with domain experts, including communi-
ties who will be affected by the development of AI assistants
in those domains [11], to ensure that the technology will
serve user needs.

• The creation of internal review bodies and mechanisms to
operationalise those commitments (e.g. [42]) in the context
of AI assistant research and development.

• The development and publication of a clear framework for
mapping, testing and mitigating risks associated with AI as-
sistants (e.g. [142]), along with a commitment to adequately
resource this work.

• The creation of internal teams and practices, which oper-
ate independently of those building AI assistants, that are
responsible for conducting rigorous internal testing and eval-
uation of models underpinning assistants (e.g. red teamers
and dogfooding [102]).

9But see [66] for a discussion of the complex set of choices that providing evidence of
trustworthiness entails.
10However, to reiterate, absolute certainty cannot be achieved with opaque and highly
complex and agentic AI systems (see Section 3) - there will always be some level of
trust needed.
11This list is not exhaustive. An important debate that is relevant to, but beyond
the scope of, the argument made in this section is about the level of ‘openness’ or
‘closedness’ of the method that developers choose to release their models [127]. It is
also important to note that, as we explore below in the discussion around third-party
governance, most of these practices come with limitations.

• The implementation of secure and robust software and hard-
ware infrastructures, including, for example, privacy enhanc-
ing technologies [136], to support the development and de-
ployment of trustworthy AI assistants [14].

• The development of clear processes for post-deployment
monitoring, evaluation and reporting [122, 141].

The implementation of these measures would create further
incentives for those developing AI assistants to act responsibly, and
it would make it easier to ensure that they evidence a high level of
responsible conduct [85].

6.3 The third-party governance level
Nonetheless, interventions at the level of internal organisational
practices may not be sufficient to ground justified user trust in
AI assistants and their developers. First, even when developers
are transparent about the steps they have taken to evaluate AI
assistants, certain risks, particularly those that may manifest at
the systemic level (such as the potential impact of widespread
adoption of the technology on employment), cannot be addressed
by a single developer acting alone. Developers may also have le-
gitimate interest in keeping certain information secret (including
details about internal ethics processes) for safety reasons [6, 14].
Moreover, a deeper challenge is posed by conflicting incentives:
corporations may have competing commercial objectives, states
have national interests and priorities, and independent developers
may seek to further their research agenda or build their reputation
via the development of AI assistants. These factors put pressure on
the mechanisms discussed so far. Furthermore, compared to more
established sectors, the AI field lacks a tradition of well-defined
standards and norms [77], which means that internal practices are
sometimes implemented through processes of trial and error [40],
and in the absence of clear evidence of their effectiveness. Thus, in
practice, organisation-level mechanisms may not be sufficient to
ensure good outcomes [82].12

This is why interventions at the level of the AI system and
AI developer need to be complemented by third-party governance
mechanisms. Technology governance is often a concern for policy-
makers, academics and civil society seeking to encourage adoption
of technological advances to foster innovation while also ensuring
that public trust is justified. For example, a large body of academic
literature focuses on the development of a third-party AI audit
ecosystem [103] or frameworks [78]. Moreover, some of the trust-
worthy AI frameworks introduced above make proposals for gov-
ernance mechanisms [28], and in the last few years, governments
in Europe, the US and China have increasingly devoted efforts
and resources to creating legislation and regulations around AI
[22, 50, 88, 132]. Third-party governance mechanisms encompass
norms, regulation and legislation that create ways for governments,
regulators, standard bodies, civil society organisations, third-party
auditors and accredited professional bodies to act as custodians of
public trust, by ensuring that the monitoring mechanisms put in
place by organisations have integrity [143], creating processes to
12For a broader discussion of the limitations of transparency for trust and accountability
in general, see [92]; in the context of machine learning algorithms in particular, see
[116]; in the context of AI in the public sector, see [64]. Some have noted that failure
to adhere to commitments often has few concrete repercussions, while signing up to
them can have immediate reputational benefits [77].
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hold organisations accountable [13, 144] and providing users with
opportunities to make their interests heard and to seek redress [73].

With the increasing likelihood that AI assistants will become
deeply integrated in our individual and collective lives and that they
will be socially transformative, the need to protect users’ rights
via effective governance has risen to the fore. This need becomes
particularly compelling if we consider that misplaced trust in AI
assistants or their developers may impact not just the individual
user but also society at large, as a result of competitive scenarios
between different AI assistants (see Section 6.2), or due to widening
inequalities between ‘haves’ and ‘have-nots’ or between groups
with differential access to AI assistants (see Section 5.2) [24]. Ef-
fective governance could reduce the power imbalances that exist
between users and developers when the latter have unilateral ability
to verify the trustworthiness of AI assistants.

However, the development and deployment of advanced AI as-
sistants may rest on a complex system of base models, assistant
applications and assistant tools. This gives rise to a final challenge
in the field of trustworthy governance, namely the ‘many hands’
problem [19] which makes it difficult to create mechanisms that
ensure that there are no accountability gaps and that roles are well-
defined [4, 7, 12, 128]. More precisely, while base models are ‘task
agnostic,’ AI assistants are a specific application of such models –
to assist users by planning and executing sequences of actions on
their behalf. In cases where something goes wrong, this raises the
question of who should be considered morally accountable or liable
– foundation model developers, who have control over the models
but may struggle to anticipate every possible applications and asso-
ciated risks, or AI assistant deployers, who do not necessarily have
access to the underlying model [119].13

7 CONCLUSION AND PATHS AHEAD
This paper built on philosophical studies of trust and social sciences
and policy work on human trust in AI to investigate when user
trust in advanced AI assistants is justified. We argued that interac-
tions between users and advanced AI assistants involve different
targets of trust, namely AI assistants and their developers, and that
understanding when users trust is justified requires considerations
around both the competence and alignment of these different tar-
gets. By adopting a sociotechnical lens, we made recommendations
about the interventions that should be implemented at the AI assis-
tant design, organisational practices and third-party governance
levels to help users discern when their trust in the competence and
alignment of AI assistants and their developers is justified. The
implementation of these interventions would reduce the risk of
users becoming vulnerable to accidents that result from assistants
or developers lacking the competence users expect them to have, or
to misaligned values on the part of assistants or their developers.

The analysis presented here has certain limitations. First, the
risks associated with misplaced user trust, across different dimen-
sions, that we discussed in this paper only meant to serve as illus-
trative examples to enable us to introduce our account of justified
trust in the context of user-AI assistant interactions. It is therefore
important that future research is undertaken to develop a broader

13See this discussion playing out in the context of the EU AI Act [25], and proposed
recommendations [36, 79].

taxonomy of trust-related risks associated with advanced AI assis-
tants to inform the responsible development and deployment of
this technology. Second, because advanced AI assistants have yet
to be deployed in the real world, the trust-related risks discussed
in this paper are speculative, despite being grounded on existing
empirical evidence of human trust in AI systems. Therefore, the
considerations made here need to be complemented by holistic eval-
uations of AI assistants, particularly around trust-related risks of
harm that may arise at the user-AI interaction and societal levels,
so that effective mitigations can be implemented at the three levels.
On this point, this paper focused primarily on AI assistants as the
object of user trust. As AI assistants may become the main way
in which users interface with other users, future studies should
focus on assistants as the mediator of trust between users [134]. In
addition, AI assistants may end up mediating the information users
receive about the world, for example by summarising news articles
in a way that is tailored to users’ preferred communication style.
Thus, research should explore the ways in which assistants may
contribute to generalised trust or distrust at the societal level, for
example through the spread of misinformation or by contributing
to the creation of echo chambers. Third, the operationalisation of
justified user trust in the competence and alignment of AI assistants
and their developers leaves open many technical and normative
questions that should become the focus of future investigations.
These include questions around when evaluation of AI assistants
should be considered sufficient to provide enough evidence for
users to place justified trust in the technology [119]; or whose in-
terests and values AI assistants should align with to be considered
trustworthy, given that individual users’ interests and values may
be harmful to the self or others [33].

Advanced AI assistants may have important technological and
societal ramifications. Thus, with this paper we aimed to raise
awareness around the opportunities and risks associated with this
emerging technology and the importance that user trust in assis-
tants and their developers is justified. In this way, we hope to have
inspired further research and policy work that will take advantage
of the window of opportunity we are currently presented with to
harness the transformative potential of AI assistants while ensuring
their responsible and ethical development and deployment.

8 IMPACT STATEMENTS
8.1 Ethical Considerations Statement
This is a theoretical paper. It did not involve experiments with users
and/or deployed systems, nor did it rely on sensitive user data.

8.2 Researcher Positionality Statement
Given the cultural and educational backgrounds of the authors, this
paper builds on Western philosophical accounts of trust. Moreover,
most policy frameworks on trustworthy AI originated from North
American and European institutions.14 This means that the consid-
erations developed in this paper are unlikely to be representative of
cultural differences in understandings of trust and trustworthiness
around the world, and that authors with different backgrounds
could have developed different recommendations around how to
14An exception is the China Academy for Information and Communication Technol-
ogy’s White Paper on Trustworthy Artificial Intelligence.



FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil Manzini et al.

support users’ justified trust. We therefore welcome additional per-
spectives to address possible limitations in our conceptualisation
of user trust in AI assistants and their developers.

8.3 Adverse Impact Statement
Given the theoretical nature of the paper, we do not foresee any
direct adverse impact of this work. However, we note that findings
from empirical studies on when and how humans place trust in
AI systems, which informs our philosophical account, could be
misused by actors who have incentives to develop AI assistants
with features that will induce users to trust them even when this is
inappropriate. This risk highlights the importance of implementing
the recommendations we make in Section 6.
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