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ABSTRACT

Preference aggregation mechanisms help decision-makers combine
diverse preference rankings produced by multiple voters into a
single consensus ranking. Prior work has developed methods for
aggregating multiple rankings into a fair consensus over the same

set of candidates. Yet few real-world problems present themselves
as such precisely formulated aggregation tasks with each voter fully
ranking all candidates. Instead, preferences are often expressed as
rankings over partial and even disjoint subsets of candidates. For
instance, hiring committee members typically opt to rank their top
choices instead of exhaustively ordering every single job applicant.
However, the existing literature does not offer a framework for char-
acterizing nor ensuring group fairness in such partial preference
aggregation tasks. Unlike fully ranked settings, partial preferences
imply both a selection decision of whom to rank plus an ordering

decision of how to rank the selected candidates. Our work fills this
gap by conceptualizing the open problem of fair partial preference
aggregation. We introduce an impossibility result for fair selection
from partial preferences and design a computational framework
showing how we can navigate this obstacle. Inspired by Single
Transferable Voting, our proposed solution PreFair produces con-
sensus rankings that are fair in the selection of candidates and also
in their relative ordering. Our experimental study demonstrates
that PreFair achieves the best performance in this dual fairness
objective compared to state-of-the-art alternatives adapted to this
new problem while still satisfying voter preferences.
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1 INTRODUCTION

Preference data is ubiquitous in our world: employees evaluate job
applicants, reviewers rate funding proposals, admission committees
rank applicants, and so forth. These decisions are often collective,
meaning many voters (reviewers, committee members, etc.) express
their preferences about candidates, and these preferences are then
combined into a representative decision attempting to satisfy all
voters. The task of combining voter preference rankings into a sin-
gle consensus ranking is referred to as preference aggregation [9].
Unfortunately, recent work has shown that bias towards marginal-
ized candidate groups, such as gender or race, in individual voter
preferences gets aggregated into the final consensus ranking [39].
As preference aggregation is performed in a number of contexts
affecting people’s livelihoods [17, 28, 37], it is essential to design
aggregation mechanisms that mitigate discriminatory bias in con-
sensus decision-making. Various strategies have been proposed
for group fair preference aggregation, e.g., methods for producing
consensus rankings fairly ordering candidate groups [11, 12, 39, 60].
However, these approaches overlook a critical context that is preva-
lent in the real world, namely, partial preferences.

In real-world preference aggregation tasks, due to time con-
straints and the cognitive load of ranking potentially hundreds of
candidates [41], voters often provide only partial preference rank-

ings. Specifically, each voter ranks only a subset of the candidates
(often their top choices), and the final consensus ranking orders
only 𝑘 candidates. Consequently, it is critical to develop fair partial

preference aggregation systems that consider the unique challenges
of this preference setting. To date, however, all fairness-enhanced
preference aggregation mechanisms assume that all voters provide
preferences ranking all considered candidates [11, 12, 39, 60] and
thus characterize fairness as a one-sided concern. They do not ad-
dress the challenges inherent to the partial preference setting. The
foremost challenge, as illustrated in Figure 1, is that fairness in par-

tial preference contexts is two dimensional. Specifically, aggregation
mechanisms must consider which 𝑘 out of𝑚 candidates they rank
in the first place (selection fairness) and then how they rank these
𝑘 selected candidates (ordering fairness). This challenge is derived
from the fact that in partial preference settings, voters may rank
potentially disjoint subsets of the larger candidate pool. For this
reason, candidate groups may be under-selected or entirely absent
in a voter’s preferences. This, in turn, impacts the final consensus.
Fair preference aggregation methods, however, inherently do not
address selection bias in voters’ choices of whom they choose to
rank – as these methods assume both voters and the final consensus
ranking order all the candidates [11, 12, 39, 60].

The second challenge is that both fairness objectives must be ad-

dressed during aggregation. Simple interventions using fair ranking
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Figure 1: Fair partial preference aggregation problem. The goal is to combine voter preference rankings into a consensus

ranking of 𝑘 candidates that is both a fair selection with respect to the larger candidate pool and a fair ordering of the final

candidate groups being ranked, e.g., consensus ranking (d.). The result must incorporate as many voter preferences as possible

to maintain voter satisfaction.

methods [14, 27, 31, 63] to pre- or post-process the input or output
of aggregation do not address both fairness concerns. Re-ranking
a biased selection will not mitigate selection bias. Thus, using a
traditional partial preference aggregation mechanism [9, 25, 57]
and then either fairness re-ranking its consensus or the voter pref-
erences prior to using the mechanism will not ensure the consensus
is a fair selection. The third challenge is that fairness and voter

satisfaction are often conflicting objectives. Conventional approaches
prioritize the latter, without considering the former [9, 25, 57]. Yet,
fair solutions, to be practical, must continue to appropriately cap-
ture voter preferences in the consensus. This is exacerbated by the
fact that complete voter preferences are unobservable and thus
unavailable.

Addressing the above challenges, our work formally character-
izes the fair partial preference aggregation problem. We design the
PreFairmethodology for solving this open problem. PreFair takes
as input both partial voter preference rankings and features (at-
tributes) of candidates (including group membership) and outputs
a consensus ranking of 𝑘 candidates that is both a fair ordering
and selection of the larger candidate pool. Advancing beyond prior
methods [11, 12, 39, 60], PreFair consensus rankings satisfy the
unique fairness concerns inherent to partial preferences while max-
imizing the satisfaction of possibly conflicting voter preferences.
Our primary contributions are as follows.

• We define the new fair partial preference aggregation prob-
lem. We provide the first conceptualization of modern fair-
ness notions in the task of aggregating partial voter prefer-
ence rankings.
• We introduce an impossibility result for fair selection from
partial preferences and design a computational framework
showing how we can navigate this obstacle.
• We utilize this framework in PreFair, our proposed solu-
tion to addressing fairness concerns in partial preferences
during aggregation. Inspired by Single Transferable Voting,
PreFair’s novel aggregation mechanism produces consen-
sus rankings that are fair in the selection of 𝑘 candidates and
also in their relative ordering.

• We demonstrate experimentally that PreFair outperforms
state-of-the-art techniques [9, 12, 25, 57, 60] in the fair partial
preference aggregation task on four real-world datasets. We
also utilize controlled simulations to reveal how the degrees
of “partial-ness” in voter preference rankings contribute to
downstream consensus ranking unfairness. We observe that
PreFair successfully handles diverse preference ranking
conditions.

2 RELATEDWORK

Traditional Partial Preference Aggregation. To the best of our
knowledge, our work is the first to study fairness for marginal-
ized groups of candidates when combining partial voter preference
rankings. While other works have proposed aggregation methods
specifically for partial voter preference rankings, both in the in-
formation retrieval [1, 3, 5, 18, 25, 29, 42, 45, 52, 62] and social
choice literature [4, 6, 7, 22, 58], none of them consider fairness
for candidate groups. These methods can be summarized as the
Single Transferable Voting family [4, 6, 7], score-based algorithms
[1, 3, 5, 18, 29, 42, 45, 62], and Markov chain based algorithms
[25, 52]. Additionally, work by Chakraborty et al. [15] and Aird
et al. [2] explores utilizing these aggregation rules, as is, as part of
larger fair recommender systems.

Fairness Related to Rankings. Fairness-enhanced ranking is
an active research area. Broadly, this line of work encompasses
several problem settings described below. However, these settings
do not address the fairness concerns specific to combining partial
voter preferences into a consensus ranking.

Ranking and Learning-to-Rank order candidates (e.g., items, ob-
jects, or alternate entities) by either using a set of given relevance
scores or by learning relevance scores, respectively. Some works
focus on producing a fair ordering of candidates via re-ranking
[14, 20, 31, 53, 63] while other do so through the learning-to-rank
process [8, 49, 54, 64]. However, unlike our work, this setting does
not consider multiple rankings nor address the explicit aggregation
of preferences. For a survey of fair ranking algorithms, see Patro
et al. [46].
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Multi-winner Voting constructs an unranked set of the most pre-
ferred candidates from voter preference rankings or yes/no ap-
provals of candidates. Recent work has designed voting rules and
integer programs [10, 13, 44] enforcing constraints on the num-
ber of candidates chosen per group. As experimentally shown in
Section 5, fair multi-winner voting has two shortcomings when
applied to our target problem. First, while this methodology ensures
selection fairness, it is only guaranteed if voter preferences contain
enough candidates from every group – which is not always the
case in partial preferences. Second, akin to consensus ranking (c.)
in Figure 1, this approach neglects the equally important goal of
fairly ordering candidates.

Aggregating Full Preferences is, as mentioned earlier, the line
of work most closely related to our problem. Our work departs
from this literature [11, 12, 39, 60] by focusing on the distinct fair-
ness concerns of partial voter preference rankings. Moreover, all
prior fair preference aggregation work [11, 12, 39, 60] has modeled
the task as fairness enhancing the Kemeny rule [62]. Kemeny is a
distance-based method that determines the consensus ranking by
minimizing the average Kendall tau distance between it and the
voter preference rankings. Thus, it must assume that all rankings
order an identical set of candidates. One key difference in our work
is we do not rely on the Kemeny rule. Nonetheless, since the Epira
method from Cachel and Rundensteiner [11] and Rapf from Wei
et al. [60] aim to approximate the Kemeny rule, we are able to ob-
serve their performance on partial preferences in our experimental
Section. As neither approach contains explicit mechanics to miti-
gate the selection bias introduced by partial voter preferences, we
find that they underperform our proposed solution and generate
results similar to the consensus ranking (b.) in Figure 1. Our method
addresses this drawback by introducing a strategy for mitigating
voter selection bias.

3 PROBLEM FORMULATION

Our setting considers a pool of𝑚 candidates𝐶 = {𝑐1, 𝑐2, ..., 𝑐𝑚}, for
instance, people who applied for a job, and 𝑛 voters who prioritize
their top choices among all the candidates by each providing a
ranked list. This collection of 𝑛 voter preference rankings, denoted
by 𝑅 = {𝑟1, ..., 𝑟𝑛}, is conventionally referred to as a preference
profile [9]. We assume this preference profile contains partial or-
derings, that is, voters provide rankings of less than the full set of
𝑚 candidates. For example, if a hiring committee has hundreds of
applicants, committee members may only rank roughly their top-
20 candidates each. Since voters only rank some of the candidates,
many candidates may go completely unranked and do not appear
in any of the voters’ preference rankings. Consequently, the set
of candidates appearing in the preference profile 𝑅, denoted as 𝑆 ,
may be a much smaller subset of the entire candidate pool 𝐶 . Our
partial preference aggregation scenario does not assume each voter
ranks the same number of candidates. Thus, by convention [9, 57],
the final consensus ranking orders 𝑘-candidates, where 𝑘 ≤ |𝑆 | is
decided upon ahead of time.

Specific to our fair variant of partial preference aggregation,
candidates have an associated categorical protected attribute, such
as gender or race. The set of candidates in𝐶 that share a value (e.g.,
woman) in the protected attribute (e.g., gender) are referred to as

a group 𝑔𝑖 . We use 𝐺 = {𝑔1, ..., 𝑔𝑣} to denote the set of 𝑣 groups in
the candidate pool 𝐶 . Additionally, we assume we have access to
non-protected numeric features for each candidate in 𝐶 , denoted
as dataset D. For instance, in the job applicant scenario, D might
be attributes such as assessment scores, skill counts, and years of
experience. It is apparent that such data is made available to rankers
in applications from hiring, healthcare, and education, as without
such information, it would be impossible to ask voters to provide
their preferences.

Our fair partial preference aggregation problem is to produce a
consensus ranking 𝜏 of 𝑘 candidates that guarantees all groups are
fairly represented while concurrently ensuring that groups are also
fairly ordered in 𝜏 . We also want the consensus ranking to satisfy
the voter preferences, which may have significant disagreements. In
other words, we seek to produce a𝑘-consensus rankingmeeting two
fairness objectives, namely, (1) a fair selection and (2) a fair ordering,
while delivering as much voter satisfaction as possible. The fair
selection objective ensures that all groups are fairly represented in the
final consensus decision. While the fair ordering objective ensures
the groups receive similar favorable consensus ranking positions. If
only one of the two objectives is satisfied, the resulting consensus
ranking may not be holistically fair to all candidate groups. These
dual fairness objectives in our fair partial preference aggregation
problem mitigate the harmful effects of both selection and ordering
biases. In the next section, we formulate our formal definitions of
the fair selection and the fair ordering criteria. Table 1 describes
the notation used in this work.

4 OUR METHODOLOGY: PREFAIR

In this section, we introduce a framework for the fair partial prefer-
ence aggregation task. We provide our formal fairness objectives in
Section 4.1, and present PreFair, the first computational solution
to this problem in Section 4.2.

4.1 Dual Fairness Objectives for Partial

Preference Aggregation

As discussed in Section 3, there are two important potential sources
of bias in the partial preference aggregation task. Namely, selection
bias, whereby voters ignore or under-select certain groups in their
stated preferences, and ordering biaswhereby voters relegate certain
groups to unfavorable preference ranking positions. Below, we
define key fairness objectives for mitigating both types of bias.

4.1.1 Selection fairness in fair partial preference aggregation. Selec-
tion fairness is the first objective we formalize. In particular, our
methodology supports two of the popular and standard conceptu-
alizations of fair selection [13, 56].

First, proportional representation (also known as statistical or
demographic parity [24, 47]) requires the consensus ranking to
contain the same percentage of candidates from all groups 𝐺 . Eq. 1
defines proportional representation for candidates with respect to
their groups in consensus ranking 𝜏 .

|𝑔𝑖 ∩ candidates ∈ 𝜏 | = |𝜏 | ×
|𝑔𝑖 ∩𝐶 |
|𝐶 | , ∀𝑔𝑖 ∈ 𝐺 (1)

Second, equal representation requires the consensus ranking to
contain the same number of candidates from every group in 𝐺 .
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Table 1: Overview of commonly used notation.

Notation Meaning
𝐶 = {𝑐1, ..., 𝑐𝑚} The total set of𝑚 candidates, called a “pool’
D Dataset of 𝑑 non-protected features 𝑓1, ..., 𝑓𝑑 ∀𝑐𝑖 ∈ 𝐶
𝑅 = {𝑟1, ..., 𝑟𝑛} Preference profile of 𝑛 partial rankings of 𝐶
𝑆 = {𝑐1, ..., 𝑐𝑙 } Chosen candidates from 𝐶 ranked in 𝑅
𝐺 = {𝑔1, ..., 𝑔𝑣} Candidates belong to one of 𝑣 disjoint groups
𝑘 Desired count of candidates in consensus ranking
Θ = {𝜃1, ..., 𝜃𝑣} Per-group counts required for fair selection

Eq. 2 defines equal representation in terms of the candidates in
consensus ranking 𝜏 .

|𝑔𝑖 ∩ candidates ∈ 𝜏 | = |𝜏 | × |𝐺 |−1, ∀𝑔𝑖 ∈ 𝐺 (2)

Selection fairness can be measured based on the observation
that both of the above fair selection notions ultimately enforce a
certain number of candidates per group to be in 𝜏 . We propose to
measure selection fairness as selection fairness divergence (SFD), with
lower SFD values being more fair. Following group fairness metrics
contrasting realized and ideal per-group values [31, 32, 59, 61], we
formulate SFD using KL-divergence [40].

𝑆𝐹𝐷 (𝜏,𝐺𝜏 ) = 𝑑𝐾𝐿 (D𝜏 | |D) with D = Dp (proportional per Eq. 1) or D
= De (equal per Eq. 2)

(3)

where 𝑑𝐾𝐿 (D𝜏 | |D) is the KL-divergence score of D𝜏 , the pro-
portions of each group in 𝜏 , and the desired proportion D. For
quantifying proportional representation per Eq. 1, D is Dp =

[|𝑔1 |\|𝐶 |, ..., |𝑔𝑣 |\|𝐶 |] and for quantifying equal representation per
Eq. 2, D is De = [|𝐺 |−1, ..., |𝐺 |−1]1𝑥 |𝐺 | .

4.1.2 Ordering fairness in fair partial preference aggregation. From
a rich line of fairness measurement in rankings [48, 51], we employ
a representation-based fair ordering objective in our aggregation
problem. In a nutshell, this ensures that no matter how many can-
didates there are, the resulting consensus ranking 𝜏 will have all
groups represented in the first handful of positions. Specifically,
we use the NDKL measurement approach introduced by Yang and
Stoyanovich [61] and Geyik et al. [31]. Its main idea is that all
groups be represented comparably throughout the prefixes of the
consensus ranking 𝜏 , with more emphasis placed on higher prefixes
of 𝜏 . We measure ordering fairness by NDKL, as in Eq. 4, checking
that groups are equally represented, with lower values being more
fair than higher values.

𝑁𝐷𝐾𝐿 (𝜏,𝐺𝜏 ) =
1
𝑍

|𝜏 |∑︁
𝑖=|𝐺𝜏 |,2∗|𝐺𝜏 |,...

1
𝑙𝑜𝑔2 (𝑖 + 1)

𝑑𝐾𝐿 (D𝜏i | |De𝜏 ) (4)

where 𝑑𝐾𝐿 (D𝜏i | |De𝜏 ) corresponds to the KL-divergence score of
the proportions of each group in the first 𝑖 positions in 𝜏 , de-
noted by D𝜏i , and De𝜏 = [|𝐺𝜏 |−1, ..., |𝐺𝜏 |−1]1𝑥 |𝐺𝜏 | . Then 𝑍 =∑ |𝜏 |
𝑖= |𝐺𝜏 |,2∗|𝐺𝜏 |,...

1
𝑙𝑜𝑔2 (𝑖+1) [31]. Eq. 4, adopts the formulation from

Yang and Stoyanovich [61], measuring representation over salient
prefixes, specifically prefixes that correspond to the number of
groups ranked in 𝜏 , i.e., |𝐺𝜏 |. Eq. 4 measures ordering fairness with
respect to the groups ordered in ranking 𝜏 . Thus, if a group from

candidate pool 𝐶 was not included in 𝜏 , then NDKL would not sur-
face this unfairness. This allows us to disambiguate performance
on two fairness objectives in a targeted fashion, namely, selection
and ranking.

In our experiments, we use a second variation of NDKL,whichwe
call pool NDKL (pNDKL). It measures both selection and ordering
fairness by utilizing all groups in candidate pool 𝐶 , denoted by 𝐺 ,
instead of 𝐺𝜏 (groups in 𝜏).

𝑝𝑁𝐷𝐾𝐿 (𝜏,𝐺 ) = 1
𝑍

|𝜏 |∑︁
𝑖=|𝐺𝜏 |,2∗|𝐺𝜏 |,...

1
𝑙𝑜𝑔2 (𝑖 + 1)

𝑑𝐾𝐿 (D𝜏i | |De ) (5)

Our PreFair methodology strives for lower NDKL and pNDKL
values per Eq. 4 and Eq. 5 respectively.

4.2 The PreFairMethod

We now describe PreFair, which features two main steps Configu-
ration and Aggregation as illustrated in Algorithm 1.

4.2.1 PreFair: Configuration step sets the stage for fairness. The
Configuration step makes it possible for the generated consensus
ranking 𝜏 to satisfy selection fairness, regardless of how severe
voter selection bias is in the given preference profile. The Config-
uration step, depicted in blue in Algorithm 1, first calibrates how
many candidates per group need to be in the consensus ranking.
The user’s desired notion of fair selection, F (equal or proportional
representation), is translated into the necessary per-group counts,
denoted as Θ. Θ is determined from the desired consensus length
𝑘 and Eq. 1 or Eq. 2, respectively. At this point, we observe that
if certain groups are under-represented in the preference profile,
such that we cannot meet the per-group candidate counts Θ we
cannot create a fair consensus ranking from the preference profile
𝑅. This implies a fair consensus ranking is unattainable from the
voter preferences at hand. Formally, proposition 4.1 establishes a
fair selection impossibility result, the proof of which can be found
in Appendix A.

Proposition 4.1 (Impossibility of Fair Selection from Par-
tial Preferences). If for any group 𝑔𝑖 ∈ 𝐺 , |𝑆 ∩ 𝑔𝑖 | < 𝜃𝑔𝑖 then any

𝜏 of length 𝑘 produced from the preference profile 𝑅 cannot satisfy

selection fairness relative to candidate pool 𝐶 .

To move past the challenge presented by this result, we pro-
pose the conceptual idea of pulling up additional candidates. In
other words, including candidates that were not explicitly ranked
by voters. This ensures PreFair guarantees the constructed consen-
sus ranking 𝜏 orders a fair selection of candidates. Specifically, in
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PreFair, we devise a simple and customizable scheme for pulling
up additional candidates when required.

The high-level idea of PreFair’s pulling up approach is to take
each voter’s provided (partial) preference ranking and augment it
into an extended ranking that now also includes some candidates
that they had not explicitly ranked. To do this, we assume that
voters’ unstated preferences, i.e., the ordering of candidates they
did not spend time ranking, resembles the same preference scheme
that they had utilized for ordering the candidates in their provided
preferences. Then we can apply similarity measures to the non-
protected features D of candidates to infer how each voter would
have ranked their unranked candidates.

More precisely, if 𝑆 does not contain enough candidates per group
to satisfy Θ PreFair does the following. To preference ranking 𝑟𝑖
provided by each voter (i.e., ∀ 𝑟𝑖 ∈ 𝑅) PreFair appends a second
ranking of the remaining candidates in 𝐶 that were not ranked by
the respective voter in 𝑟𝑖 . To do so, we compute the centroid 𝜇𝑖 of the
non-protected features of the candidates ranked in 𝑟𝑖 . We construct
the second ranking of the remaining candidates by ordering them
by decreasing similarity between their (non-protected) features D
and the previously computed centroid 𝜇𝑖 . In our experiments, we
use unweighted cosine similarity, which, in additional experiments
in Appendix E, we show works well for this task, but our software
implementation can support alternate distance functions. Moreover,
this step could be further personalized by asking voters to provide
weights indicating the relative importance of the features associated
with candidates.

An advantage of this pulling-up approach is that it infers pref-
erences per voter, allowing human-in-the-loop interaction where
voters can adjust these inferred preferences to their liking. Addi-
tionally, this strategy does not require complex architectures such
as training preference learners [19]. Nonetheless, there are many
other possible design choices for pulling up candidates. They may
include requiring different inputs such as historical data or making
use of potentially unstructured data such as candidate resumes or
applications. This is an interesting area for future research that is
beyond the scope of this paper.

4.2.2 PreFair: Aggregation Step using a novel Group-Aware STV

mechanism. While the above Configuration step makes it possible
for PreFair to produce a fair selection of candidates, the second step
of PreFair creates the fair consensus ranking 𝜏 . This Aggregation
step, shown in orange in Algorithm 1, has two tasks corresponding
to the dual fairness criteria of our problem. Its first task is to ensure
the required number of candidates per group, denoted by Θ, are
included in 𝜏 . Its second task is to ensure these candidates are
ordered fairly.

The Aggregation component of PreFair is inspired by the Single
Transferable Voting (STV) family [57] of preference aggregation
methods. Single Transferable Voting is a desirable fair preference
aggregation backbone since it operates on partial voter preference
rankings. Note that PreFair only pulls up additional candidates
when needed. At a high level, STV performs a series of round-based
iterations until it determines the top 𝑘 winners. First, a quota is
calculated. Typically, this is the Droop quota [23], determined as
⌊ 𝑛
𝑘+1 ⌋ + 1. Then, in each iteration, candidates are “elected” if they

have enough votes, either first-place votes or transferred votes to

Algorithm 1 PreFair
Input: Preference profile 𝑅, dataset D, candidate pool 𝐶 with each
candidate’s group membership in 𝐺 , fair selection objective F
(equal or proportional), and consensus ranking length 𝑘 .
Output: Consensus ranking 𝜏 fairly ordering 𝑘 candidates that are
a F -fair selection from 𝐶 .

1: Θ← Eq. 1 if F == proportional or Θ← Eq. 2 if F ==
equal Configuration step

2: if Θ cannot be satisfied by candidates in 𝑅 then // Need
to pull up additional candidates

3: for each voter’s preference ranking 𝑟𝑖 ∈ 𝑅 do

4: 𝜇𝑖 ← centroid of features in D ∀ candidate ranked
in 𝑟𝑖 // Centroid of features for ranked candidates

5: for each candidate 𝑐 𝑗 ∈ 𝐶 ∉ 𝑟𝑖 do

6: 𝑐𝑜𝑠𝑐 𝑗 ←
𝜇𝑖 ·D𝑐 𝑗
∥𝜇𝑖 ∥ ∥D𝑐 𝑗 ∥

7: updating 𝑅 append to 𝑟𝑖 all 𝑐 𝑗 ∈ 𝐶 ∉ 𝑟𝑖 ordered by
decreasing 𝑐𝑜𝑠𝑐 𝑗 // Order by similarity to centroid

8: Create 𝑏 ← ⌈∑Θ/|G|⌉ bins Aggregation step

9: Set a per-group candidate count for each bin using Eq. 6
10: Assign candidates selected via Group-aware STV, as in

Figure 2, to bins
11: 𝜏 ← flattens bins such that candidates are ordered by

their arrival into the bin

satisfy the quota. When as many candidates remain as there are
open consensus spots, the remaining candidates are automatically
elected. Transferred votes are accumulated when elected candidates
have a surplus of votes on top of the Droop quota. That surplus is
then split among subsequent preferences. Also, when no candidates
are elected, the last placed candidate is eliminated from consider-
ation, and votes are again transferred to subsequent preferences.
The consensus ranking produced ranks candidates in the order in
which they were elected. Appendix B visually illustrates traditional
STV, along with providing more mechanistic details.

As part of PreFair’s Aggregation strategy, we propose a group-
aware STV mechanism that both selects a fair representation of
candidates and orders these candidates fairly. Unlike traditional
STV, PreFair does not rank candidates strictly by their selection
order. Instead, consensus ranking 𝜏 is produced by first creating
“bins”. We set the number of bins 𝑏 = ⌈∑Θ/|𝐺 |⌉. The number of
candidates from a given group 𝑔 that are included in a given bin 𝑖
is:

𝛽𝑖𝑔 = |𝜃𝑔 | ÷ 𝑏 + (1 if 𝑖 < ( |𝜃𝑔 | mod 𝑏) else 0) (6)
where 𝜃𝑔 is the required number of candidates for group 𝑔 in 𝜏 . As
the fair ordering criteria (Section 4.1.2) requires bins to have the
same number of candidates per group, with more emphasis placed
on higher bins, we sort all 𝑏 𝛽𝑖𝑔 values by ascending counts to create
the 𝛽𝑔 vector. Each value in 𝛽𝑔 denotes how many candidates from
group𝑔 should be in each bin. For instance,Θ = {𝜃1 = 8, 𝜃2 = 6, 𝜃3 =
10} means from the first group we need 8 candidates, 6 from the
second, and 10 from the third. Then we would have 8 bins where the
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Count first preferences for each candidate

Does any candidate have votes 
equal to or greater than the quota?

Have 𝜃 candidates been 
selected from this group?

Exclude remaining candidates 
in this group and distribute 
votes to next preferences

Distribute surplus of newly 
selected candidate to next 

preferences

Does a group have 𝜃 
candidates remaining?

Select all candidates 
in the group
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its remaining group count is ≥ 𝜃  and 
distribute votes to next preferences
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Finish

No
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★ ★

Figure 2: PreFair: Group-Aware Single Transferable Vote Diagram. For visual comparison, this chart resembles the traditional

(candidate fairness-unaware) Single Transferable Vote diagram in Appendix B and at https://www.stv.govt.nz/countingdiagram.

shtml.

first 6 contained one candidate from all groups, and the last two bins
each contain 1 candidate from group 𝑔2 and two candidates from
group 𝑔3 (i.e, 𝛽1 = [1, 1, 1, 1, 1, 1, 0, 0], 𝛽2 = [1, 1, 1, 1, 1, 1, 1, 1], and
𝛽3 = [1, 1, 1, 1, 1, 1, 2, 2]). Then, as candidates are selected through
iterations of Group-aware STV, they are placed in the first bin
that has no members of their group. The final consensus ranking 𝜏
flattens each bin, with candidates ordered by their arrival into the
bin.

While our proposed binning approach to crafting 𝜏 ensures can-
didates are fairly ordered, PreFair’s actual selection of these 𝑘
candidates is performed by the Group-aware STV mechanism. This
round-based selection process, referenced in Algorithm 1, is illus-
trated in Figure 2. Instead of simply finding 𝑘 candidates belonging
to any group, it seeks to find 𝜃𝑖 candidates ∀ 𝑔𝑖 ∈ 𝐺 (represented by
Θ in Figure 2). PreFair’s Group-aware STV has three key invari-
ants, starred in Figure 2, that characterize a mechanistic difference
compared to traditional STV. First, it only eliminates candidates
from consideration if their corresponding group 𝑔𝑖 contains at least
𝜃𝑖 candidates still under consideration. Second, if a group 𝑔𝑖 has
exactly 𝜃𝑖 candidates left, then all are selected. Third, if a group has
candidates remaining after 𝜃𝑖 of them have already been selected
for 𝜏 , then all remaining candidates are eliminated, and their votes
are transferred to their subsequent preferences. Once all the candi-
dates are selected by the Group-aware STV mechanism, PreFair’s
Aggregation component flattens the bins into 𝜏 as mentioned above.

4.2.3 Example of PreFair: Consider the four preference rankings:
𝑟1 = 𝑐1 ≺ 𝑐2 ≺ 𝑐3 ≺ 𝑐4 ≺ 𝑐5 ≺ 𝑐6 ≺ 𝑐7, 𝑟2 = 𝑐2 ≺ 𝑐4 ≺ 𝑐7 ≺
𝑐3 ≺ 𝑐1, 𝑟3 = 𝑐1 ≺ 𝑐2 ≺ 𝑐4 ≺ 𝑐3, and 𝑟4 = 𝑐5 ≺ 𝑐4 ≺ 𝑐7 ≺ 𝑐1 ≺
𝑐3 ≺ 𝑐6 (note 𝑐1 ≺ 𝑐2 means 𝑐1 is ranked higher than 𝑐2), and
𝑐1, 𝑐2, 𝑐3, 𝑐4 ∈ 𝑔1 and 𝑐5, 𝑐6, 𝑐7 ∈ 𝑔2. The goal is equal representation
and 𝑘 = 4, thus two members of each group must be in 𝜏 . The
profile has enough candidates per group, so no additional candi-
dates are pulled up during Configuration. Next, during Aggregation,
the droop quota is 1 = ⌊ 4

4+1 ⌋ + 1. In the first iteration of Group-
aware STV, 𝑐1, 𝑐2 and 𝑐5 are elected with 2, 1, and 1 first preference

votes, respectively. 𝑐1 and 𝑐5 are placed in the first bin (in that order)
and 𝑐2 is in the second bin. The surplus of 𝑐1 is transferred to its
next preferences 𝑐3 and 𝑐4, who each receive .33 and .66 surplus,
respectively1. In the next iteration, since group 𝑔1 has its two mem-
bers, this group is eliminated, and its surplus is transferred. From
𝑐3 the next preference is 𝑐6 (𝑟1, 𝑟2) which now receives .33 votes.
Then from 𝑐4 the next preferences are 𝑐6 (𝑟1) and 𝑐7 (𝑟2, 𝑟3) so 𝑐6
now has .55 votes and 𝑐7 has 0.44 votes. In the next iteration, no
remaining candidate (𝑐6, 𝑐7) has more votes than the quota. So 𝑐7 is
eliminated, since it has the least votes and 𝑐6 is chosen. Then 𝜏 is
𝑐1 ≺ 𝑐5 ≺ 𝑐2 ≺ 𝑐6.

4.2.4 Guaranteeing fair selection and ordering by PreFair. By con-
struction, a consensus ranking produced by PreFair satisfies the
chosen fair selection objective (either Eq. 2 or Eq. 1). It also satisfies
ordering fairness (Eq. 4) because each prefix of size |𝐺 | contains
one candidate from every group, when possible. Below, we present
Proposition 4.2 which captures these fairness properties of PreFair.
The proof can be found in Appendix A.

Proposition 4.2 (Fairness Guarantees of PreFair). Consen-
sus ranking 𝜏 produced by PreFair is guaranteed to satisfy selection

fairness (either Eq. 2 or Eq. 1) and ordering fairness with the mini-

mum 𝑁𝐷𝐾𝐿 value (Eq. 4) of any ranking with the same number of

candidates per group.

5 EXPERIMENTAL STUDY

5.1 Datasets and Metrics

We evaluate PreFair on the following datasets using four metrics.

Appendix C provides additional details about the processing of
these datasets and their licenses, while Table 2 summarizes their
characteristics. Our software and experimental study implementation

are available at https://github.com/KCachel/prefair.

1Appendix B provides more details on vote transferring.

https://www.stv.govt.nz/countingdiagram.shtml
https://www.stv.govt.nz/countingdiagram.shtml
https://github.com/KCachel/prefair
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World Happiness [33]: Annual rankings of the top 20 countries
by happiness over 17 years and D with 8 related features. Prefer-
ence rankings have a strong bias toward European countries, with
African countries entirely unranked.

IBMHR [34]: Rankings of top 500 employees by four performance
indicators and D with 25 employment-related features. Groups
are five distinct age categories; employees in their 30s are most
preferred.

Econ Freedom [35]: Annual rankings of the top 40 countries by
economic freedom over 10 years and D with 52 features. Groups
are World Bank Regions. All regions are ranked, but preferences
contain a strong European bias.

GSCI [55]: Annual rankings of the top 70 countries by global
sustainability competitiveness index over 6 years andD with 6 fea-
tures. Groups are continents, with a strong preference for European
countries.

ACSEmp-Mallows: Is a partially synthetic dataset we create. We
sample 25 candidates from four groups and their corresponding
features D, from the ACSEmployement dataset in Folktables [21].
Then we use the Mallows model [36, 43] to create 20 different
preference profiles ranking these candidates, based on two parame-
ters, 𝛼 , a dispersion parameter in the Mallows model controlling
agreement among voters in the preference profile, and preference
completeness, a parameter controlling the partial-ness of the voter
preference rankings. See Appendix C for further details.

For fairness metrics, we utilize the previously defined SFD (Eq. 3),
NDKL (Eq. 4), and pNDKL (Eq. 5). To measure voter satisfaction, we
average among voters the proportion of candidates shared between
the top 10% of their preference rankings and the candidates in the
top of the 𝑘-consensus ranking 𝜏 . We call this Average Sat and
measure it at various 𝜏 depths (.1, .2, .3, .4, .5). For example, Average
Sat with depth = .2 tells us the average proportion of candidates
shared between the top 10% of candidates in the voter preference
rankings and the top 20% of 𝜏 . The intuition is that higher Average
Sat values at smaller depths show that 𝜏 is satisfying the voters’
top preferences.

5.2 Compared Methods

We compare PreFair against the following six preference aggrega-
tion methods. They include both traditional fairness-unaware par-
tial preference aggregators and state-of-the-art fairness-enhanced
mechanisms that we can reasonably adapt to handle partial prefer-
ences. Table 4 compares the characteristics of these methods.

i) Borda [9]: A fairness-unaware positional scoring-based ag-
gregator which handles partial voter preference rankings.

ii ) STV [57]: The fairness-unaware single transferable voting
method as described in Section 4.2.2.

iii)MC4 [25]: A fairness-unaware aggregator designed explicitly
for partial voter preferences that approximates the Kemeny method
[38]. While Kemeny is the gold-standard in aggregation [16, 50],
its restricted to full preferences.

iv) Epira [11]: A post-processing fair rank aggregation method.
While explicitly designed for full voter preferences [11], by using
Borda as the aggregation method, we study Epira in our partial
setting. Epira ensures the consensus ranking satisfies fairness of

exposure [53], a form of ordering group fairness. As in [11], we set
𝛾 = .9 and use the highest exposure returned by the method.

v) Rapf [60]: A fair preference aggregation method also explicitly
designed for full preferences. Yet, since it randomly selects a single
voter’s preference ranking and re-ranks it to be fair, we employ it in
partial settings. It ensures the consensus fairly orders groups using
the p-fairness notion proposed by Wei et al. [60]. Rapf randomly
picks a voter’s ranking to be the consensus, thus we report the
average of ten runs.

vi) Fmwv [13]: A fair multi-winner voting method. Utilizing
Borda scoring, Fmwv produces a unranked consensus set that satis-
fies constraints on the number of candidates chosen per group. We
then rank this returned set using the scores returned by the method.
If the profile contains the necessary candidates, this method ensures
selection fairness.

STV and Fmwv have a parameter 𝑘 for consensus size; for other
methods, we utilize the top 𝑘 candidates as 𝜏 .

5.3 Experimental Results

We compare PreFair with the above methods in regard to the
fairness and voter satisfaction of the consensus ranking. We do so
for four datasets, a controlled study on the impact of preference
partial-ness, and an ablation study of PreFair’s process. The best-
performing methods ensure both selection and ordering fairness
exhibited by low SFD and NDKL, and do so with high voter sat-
isfaction, i.e., higher Average Sat values. Across experiments, we

show PreFair consistently has the best selection and ordering fairness

performance and does not drastically degrade voter satisfaction.

5.3.1 Real-World Bias Mitigations. Figures 3 and 4 present the
results of all methods for equal and proportional selection fairness,
respectively. Each figure is broken into two sub-figures, where (a.)
displays performance on both fairness objectives and (b.) displays
Average Sat at increasing consensus depths.

Notably, PreFair is the only method that produces a consensus
that satisfies both selection and ordering fairness. Across datasets
in Figures 3a and 4a, PreFair is always in the most desirable bottom
left corner, representing low SFD and NDKL values. Moreover, in
Figures 3b and 4b we see that on the whole PreFair has lower
Average Sat values, but Average Sat does not drastically fall. Even
in some datasets (e.g. Econ Freedom in Figure 3b), PreFair is not
the worst performing method in terms of Average Sat scores. This
decrease is expected because PreFair has to pull in additional
candidates compared to the original preference profile.

The next best performing methods are Fmwv, Rapf, and Epira
depending on the fairness metric. Fmwv tends to occupy the bot-
tom right side of Figures 3a and 4a, meaning it does well in terms
of selection fairness (SFD) and not in terms of ordering fairness
(NDKL). However, even in terms of selection fairness, which Fmwv
is optimized for, when the profile does not contain enough candi-
dates from every group in order to make the fair selection, Fmwv
does poorly. A good example of this is in IBM HR in Figure 3a. The
profile had no members of the youngest group and since Fmwv only
uses the profile, unlike PreFair, the final consensus is not a fair
selection of the entire candidate pool.

On the other hand, Rapf and Epira tend to have lower or middle
of the road NDKL values and high SFD values. This indicates that
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Table 2: Overview of datasets.

Dataset Features 𝑑 Cands. in pool |𝐶 | Cands. in profile |𝑆 | Voters |𝑅 | Groups in 𝐶 Groups in 𝑅 𝜏 length 𝑘
World Happiness 8 153 50 17 Regions, 5 4 20
IBM HR 25 1462 754 4 Age, 5 5 100
Econ Freedom 52 157 70 10 World Bank Region, 5 5 20
GSCI 6 185 94 6 Continents, 6 6 36
ACSEmp-Mallows 16 100 varies. 50 Race, 4 varies 20
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(a) All methods evaluated for selection fairness (lower SFD values) and ordering fairness (lower NDKL values).
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(b) All methods evaluated for voter satisfaction (higher Average Sat values) at different depths of the 𝑘-consensus ranking.

Figure 3: Results for equal representation based (Eq. 2) selection fairness in consensus rankings. Across all datasets, only

PreFair has the best selection and ordering fairness performance – i.e., is plotted in the bottom left corner of plots in Figure

3a. Moreover, PreFair is not always ranked the lowest in terms of voter satisfaction in Figure 3b.

these methods do poorly on the selection fairness objective but
help the ordering fairness goal. This is anticipated since neither
method is concerned with selection fairness nor has access to can-
didates outside the profile. Nonetheless, they fairly rank candidates
in the consensus ranking. Thus, we see Rapf and Epira tend to
have the second and third best NDKL values after PreFair, e.g.,
World Happiness in Figures 3a and 4a. The primary drawback of
Rapf and Epira in partial preference settings is that they do not
ensure selection fairness. Moreover, for the Econ Freedom andWorld

Happiness datasets, using a completely fairness-unaware method,
such as STV orMC4, provides comparable or better selection fair-
ness than Rapf and Epira.

Lastly, as expected, since Borda,MC4, and STV do not utilize
candidate selection or ordering fairness interventions, they are, on
the whole, the least fair. In Figures 3a and 4a, Borda,MC4, and STV
occupy the top right corner, indicating little fairness of either kind.
In Figures 3b and 4b, they tend to have the highest Average Sat
values since their sole goal is voter satisfaction. It’s hard to discern
a clear order among them. It appears that STV offers slightly more

selection fairness - e.g., Econ Freedom and IBM HR in Figure 3a. This
likely stems from STV’s proportionally property [9], meaning that
if voters have diverse first preferences, this diversity translates into
the consensus. Nonetheless, while these methods can aggregate
partial preferences, they do not ensure fairness towards candidate
groups.

5.3.2 Studying performance with varying conditions of partial-ness

in voter preferences. Figure 5 presents a heatmap of pNDKL val-
ues for each method on the preference profiles in our controlled
setting of the ACSEmp-Mallows dataset. For ease of visualization,
we use pNDKL, since this metric combines ordering and selection
fairness. Other metrics are in Appendix E. Moving up the y-axis,
voter agreement with a biased central ranking increases. Moving
left to right on the x-axis, the “partial-ness” of voter preferences
decreases. For example, preference completeness of 1 and agree-
ment 𝛼 = 1 means that all voters ranked all candidates and voters
were in strong agreement with a central biased ranking. Whereas,
preference completeness of 0.2 and 𝛼 = 0.2 means voters ranked
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(a) All methods evaluated for selection fairness (lower SFD values) and ordering fairness (lower NDKL values).
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(b) All methods evaluated for voter satisfaction (higher Average Sat values) at different depths of the 𝑘-consensus ranking.

Figure 4: Results for proportional representation based (Eq. 1) selection fairness in consensus rankings. Across all datasets,

only PreFair has the best selection and ordering fairness performance – i.e., is plotted in the bottom left corner of plots in

Figure 4a. Moreover, PreFair is not always ranked the lowest in terms of voter satisfaction in Figure 4b.
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Figure 5: Only PreFair is fair under all voter agreement and preference profile partial-ness conditions. We see all methods are

fair when there is no voter agreement, Fmwv, Epira, and Rapf are strongly affected by the partial-ness of voter preferences,

and Epira, and STV are slightly affected by voter agreement conditions.

only 20 candidates each and had relatively little agreement with a
central biased ranking.

We again observe the expected behavior that Borda, MC4, and
STV do not produce fair consensus rankings under almost any voter
agreement or preference completeness conditions. It is interesting
to note, though, that all methods appear fair when 𝛼 = 0. This is
because voters disagree with the biased central ranking, and, in
turn, the profile and its resulting consensus ranking are both fair.

Next, we see Fmwv, Epira, and Rapf are predominately impacted
by preference completeness, i.e., consensus rankings are fairer on
the right side of each heatmap since preferences are fuller. These
methods perform the worst when preferences are more partial.
Then, Epira, and STV are slightly affected by the levels of voter
agreement. Their consensus rankings get fairer moving down each
heatmap since the profile itself is fairer because there is less voter
agreement with the biased central ranking. Only, PreFair is fair
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Table 3: Ablation results for equal representation selection fairness (proportional in Appendix E). Best performance indicated

in bold.

Dataset Method SFD ↓ NDKL ↓ pNDKL ↓ Average Sat ↑
Config. Agg. 0.10 0.20 0.30 0.40 0.50

Econ Freedom

PreFair PreFair 0.000 0.000 0.000 0.325 0.325 0.500 0.725 0.725
PreFair Epira 0.276 0.252 0.252 0.000 0.250 0.650 0.725 0.775

PreFair Rapf 0.055 0.155 0.155 0.133 0.320 0.393 0.567 0.595

GSCI

PreFair PreFair 0.000 0.000 0.000 0.143 0.285 0.285 0.405 0.405
PreFair Epira 0.381 0.474 0.474 0.000 0.000 0.000 0.143 0.429
PreFair Rapf 0.165 0.167 0.167 0.143 0.226 0.283 0.426 0.560

IBM HR

PreFair PreFair 0.000 0.000 0.000 0.045 0.105 0.170 0.205 0.255
PreFair Epira 0.431 0.341 0.341 0.085 0.170 0.260 0.330 0.385

PreFair Rapf 0.278 0.238 0.238 0.069 0.122 0.173 0.230 0.286

World Happiness

PreFair PreFair 0.000 0.000 0.000 0.324 0.353 0.647 0.676 0.676

PreFair Epira 0.165 0.435 0.435 0.029 0.029 0.029 0.324 0.382
PreFair Rapf 0.156 0.106 0.106 0.053 0.326 0.365 0.524 0.556

under all agreement and partial-ness conditions in voter preference
rankings.

5.3.3 Ablation study. To ensure that PreFair’s Aggregation step
contributes to its success, we conduct an ablation study. We com-
pare PreFair with two similar approaches that first complete the
Configuration step of our PreFair, specifically, its mechanism of
pulling up additional candidates. Then, instead of using PreFair’s
Aggregation mechanism on the updated preferences, we use the
Epira and Rapf methods [12, 60]. Appendix D details these imple-
mentation adjustments. Table 3 presents the results.

By using PreFair in its entirety, we do much better in all fairness
objectives - i.e., SFD, NDKL, and pNDKL. PreFair also has the
highest voter satisfaction in half of all Average Sat comparisons.
Table 3 shows that if PreFair’s Configuration step is used as a
pre-processing step, Epira and Rapf exhibit increased performance
compared to their standard versions – as can be seen in in Sections
5.3.1 and 5.3.2. This is expected as these approaches do not consider
the selection fairness objective. Thus, by using PreFair to pull up
additional candidates, these methods do better than they would
have otherwise with only the partial preferences. Nonetheless, even
with this extra support, using PreFair’s Aggregation step with
either Epira and Rapf underperforms the full PreFair approach in
both fairness objectives of fair partial preference aggregation and
risks decreased voter satisfaction.

6 LIMITATIONS AND FUTUREWORK

As this is the first work studying fairness in combining partial
voter preference rankings, our approach has limitations. First, while
PreFair produces consensus rankings that fairly represent and
order groups, we are unable to make statements that PreFair mini-
mally decreases voter satisfaction to meet these fairness objectives.
This is because the tradeoff between fairness and voter satisfaction
is controlled by the problem at hand, such as the preference pro-
file, voter agreement, how well inference maps to unknown voter
preferences, etc. Future work may explore ways to bound potential
decreases in voter satisfaction in the PreFair methodology.

Second, as PreFair incorporates ranked candidate group fair-
ness into the Single Transferable Voting mechanics, additional work

could examine which social choice axioms are preserved between
traditional STV and PreFair’s Group-aware STV. For instance,
anonymity [9] is preserved since voters are not weighted differ-
ently, and likewise, non-dictatorship [9] is still satisfied. However,
future work might address additional axiomatic properties such
as proportionality [26], and evaluate Group-aware STV as a stan-
dalone voting mechanism. Third, in this work, we conceptualize
ordering fairness to align with the NDKL-based fair ordering frame-
work with a single multi-valued attribute. Future work could study
the incorporation of additional fairness notions and intersectional
fairness concerns.

7 CONCLUSION

Ourwork introduces the fair partial preference aggregation problem
for contexts where voters provide partial rankings of a candidate
pool. To solve this problem, we introduce a novel strategy called
PreFair. It features a unique preference inference mechanism with
a novel Group-aware STV aggregation method. PreFair produces
consensus rankings guaranteed to satisfy both selection fairness and
ordering fairness. We demonstrate that, compared to existing alter-
natives from the literature, PreFair achieves the best performance
in this dual fairness objective while ensuring voter satisfaction
across a wide range of datasets and scenarios.
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A ADDITIONAL TECHNICAL DETAILS FOR

FAIR PARTIAL PREFERENCE

AGGREGATION

This section presents the proofs of technical results appearing in
Section 4.

A.1 Impossibility of Selection Fairness for

Partial Preferences

Proof of Proposition 4.1. Fair selection of candidates from
the candidate pool 𝐶 , in terms of either proportional or equal rep-
resentation, i.e., as in Eq. 1 and Eq. 2, requires a certain number of
candidates per group to be in the consensus ranking 𝜏 . In section
4 we model the number of candidates per group 𝑔𝑖 that need to
be in 𝜏 as 𝜃𝑔𝑖 , where Θ is the set of values for all group 𝐺 . Given
a preference profile 𝑅, 𝑅 contains a set of candidates 𝑆 ∩ 𝐶 . By
definition of 𝜃𝑔𝑖 , when §∩𝑔𝑖 is less than 𝜃𝑔𝑖 we cannot produce a
consensus ranking 𝜏 that is fair selection of candidates form 𝐶 . □
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A.2 Fairness Gurantees of PreFair

Proof of Proposition 4.2. First, we observe that the PreFair
algorithm includes exactly as many candidates per group as needed
to translate either equal (Eq. 2) or proportional representation (Eq.
1) into per-group candidate counts modeled as Θ. It follows that
PreFair satisfies selection fairness for the desired fair selection
objective (equal or proportional representation) and consensus
ranking length 𝑘 . Thus, we need to show that consensus ranking
𝜏 produced by PreFair minimizes the NDKL (Eq. 4) value for the
number of candidates per group in 𝜏 . Proceeding by contradiction,
assume ranking 𝜏 ′ orders the same number of candidates per group
as ranking 𝜏 produced by PreFair, and NDKL(𝜏 ′,𝐺) < NDKL(𝜏,𝐺).
By the definition of NDKL (Eq. 4), ranking 𝜏 ′must contain amultiple
of |𝐺 | sized prefix with stronger equal representation of groups than
𝜏 . This corresponds to a contradiction, since our PreFair would
have equally represented each group at each “bin” (i.e., prefix)
according to Eq. 6, and when each bin was flattened, groups are
represented equally at such prefixes. □

B ADDITIONAL DETAILS FOR SINGLE

TRANSFERABLE VOTING AND

GROUP-AWARE STV

This section provides additional background on STV as used in
Section 4.

B.1 Quota Calculation, Vote Transfer, and

Tie-breaking

Single Transferable Voting is largely a family of round-based pref-
erence aggregation algorithms; however, specific implementations
vary in how the quota is calculated, how votes are transferred
amongst candidates, and how ties are broken. In this work, and in
our implementation of STV and PreFair we utilize the following
standard strategies. For the quota, we utilize the Droop quota [23],
⌊ 𝑛
𝑘+1 ⌋ + 1. , alternatives include the Hare quota [57]. Vote transfer-

ring when a candidate (or group) is eliminated and after election is
done the same way. Specifically, we use the standard formula3

𝑆𝑢𝑟𝑝𝑙𝑢𝑠 𝑜 𝑓 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒

𝑇𝑜𝑡𝑎𝑙 𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟𝑎𝑏𝑙𝑒 𝑛𝑒𝑥𝑡 𝑝𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒𝑠 𝑜 𝑓 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒
×

(𝑛𝑒𝑥𝑡 𝑝𝑟𝑒 𝑓 𝑒𝑟𝑒𝑛𝑐𝑒 𝑓 𝑜𝑟 𝑡ℎ𝑒 𝑡𝑟𝑎𝑛𝑠 𝑓 𝑒𝑟𝑟𝑒𝑑 𝑐𝑎𝑛𝑑𝑖𝑑𝑎𝑡𝑒 ) .

For example, if candidate 𝑐1 has 3 surplus votes and its next pref-
erences are 𝑐2, 𝑐2, and 𝑐3 then candidate 𝑐2 receives 3

3 × 2 = 2
transferred votes and candidate 𝑐3 receives 3

3 × 1 = 1 transferred
votes. For tie-breaking in elimination and election we utilize Borda
scores of candidates [30].

B.2 Graphical Overview of Conventional STV

C ADDITIONAL DATASET DETAILS

This section presents processing details for each of the datasets
used in Section 5. The scripts for performing this processing and
their corresponding experiments can be found at https://github.
com/KCachel/prefair.

3See also https://en.wikipedia.org/wiki/Single_transferable_vote for an intuitive
explanation.

Econ Freedom. We use the data available at https://www.
fraserinstitute.org/economic-freedom/dataset; specifically, the file
presenting the entire economic freedom dataset.4 Candidates are
countries, and groups are the provided World Bank regions. The
voters represent preference rankings produced by utilizing each
year (data collected every five years between 1975 − 2000 and then
annually between 2017 − 2022) as a voter, and ranking by the Eco-
nomic Freedom Summary Index. Note that incompleteness arises
in the preference profile since not all countries had data collected
over all years. For dataset D, we average each country’s values
in 52 numeric features over all the years provided in the datsets.
These features include scores such as judicial independence, gender
disparity, and inflation.

GSCI. We use the data provided at https://solability.com/the-
global-sustainable-competitiveness-index/the-index/downloads
provided under the Creative Commons License (CC BY-NC-SA
4.0). We use the GSCI Score <year> files for 2017 − 2022, which
must be downloaded individually and then combined. Countries
act as candidates, and groups are regions that are created using
the pycountry Python package5 to convert country names to
regions. The voters represent preference rankings produced by
utilizing each year as a voter, and ranking by the Sustainable
Competitiveness. Note that incompleteness arises in the preference
profile since not all countries were evaluated for every year. For
dataset D, we average each country’s values in 6 features over all
the years provided in the data. These features include scores such
as social capital and governance.

IBM HR. We use the IBM HR Analytics Employee Attrition &
Performance dataset hosted on Kaggle6 provided with the DbCL
license. Candidates are employees, and groups are age brackets cre-
ated by binning the age variable to 10𝑠, 20𝑠, 30𝑠, 40𝑠, ≥ 50. The voters
represent preference rankings produced by utilizing the features
YearsAtCompany, YearsInCurrentRole, YearsSinceLastPromotion,
YearsWithCurrManager as voters, and ranking by their scores. Note
that this has the intended effect of creating an overall age-biased
preference profile. For dataset D, we use the additional 25 numeric
features (e.g. distance from home and hourly rate) associated with
employees.

World Happiness. We use the data provided at https://happiness-
report.s3.amazonaws.com/2023/DataForTable2.1WHR2023.xls, as
part of the 2023 World Happiness Report published by the Sus-
tainable Development Solutions Network [33]7. Countries act as
candidates, and groups are regions which are created using the
pycountry Python package5 to convert country names to regions.
The voters represent preference rankings produced by utilizing
each year from 2006 to 2023 as a voter, and ranking by the overall
happiness Life Ladder features. Note that incompleteness arises in
the preference profile since not all countries were evaluated for
every year. For dataset D, we average each country’s values in

4Per the Fraser Institute terms, our repository cannot directly contain the Economic
Freedom data. The Fraser Institute makes the data publicly available, but users wishing
to use it must download it themselves.
5 https://pypi.org/project/pycountry/.
6https://www.kaggle.com/datasets/pavansubhasht/ibm-hr-analytics-attrition-
dataset.
7No license is provided.
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Figure 6: Single Transferable Vote Counting Diagram. Accessed from https://www.stv.govt.nz/countingdiagram.shtml.

8 features over all the years provided in the data. These features
include scores such as social support, perceptions of corruption,
and healthy life expectancy at birth.

ACSEmp-Mallows. We create a partially synthetic dataset for our
controlled study using the ACSEmployment dataset in Folktables,
provided with the MIT license, and the Mallows model [36, 43].
To create a candidate pool of 100 candidates with four equal-sized
groups, we sample four groups in the ACSEmployment dataset,
specifically for the state of Alabama in survey year 2018. We use
the 16 features associated with candidates as dataset D. Then, in
order to create a preference profile, we utilize the Mallows model
[36, 43]. The model utilizes a central ranking of candidates and a
dispersion parameter 𝛼 , which, as it increases, the profile contains
more consensus (agreement) with the provided central ranking. For
our central ranking, we use a completely biased ordering of candi-
dates where one group is stacked on top of another. Specifically, we
place order candidates by group 1, group 2, group 3, and group 4.

Using the Mallows model we create 20 different preference
profiles. First, we start by creating profiles of 50 voter prefer-
ence rankings with six different 𝛼 dispersion values, e.g. 𝛼 =

0.0, 0.2, 0.4, 0.6, 0.8, 1. Next, in order to model different degrees of
incompleteness in the preference profile we introduce a preference
completeness = 0.2, 0.4, 0.6, 0.8, 1 parameter. The preference complete-

ness parameter “truncates” the profile at preference completeness

∗100 candidates. For instance, for the profile 𝛼 = 0 and preference

completeness = 0.2 we take the preference profile from the Mal-
lows model and use only the top 20 candidates. In this way we
are able to study how the conditions of voter agreement (modeled
by 𝛼) and preference incompleteness (modeled by preference com-

pleteness) interact. To provide a sense of the fairness of each of
the profiles, Figure 7 displays the KL-divergence between group
proportions in the resulting profile and the overall candidate pool.
As we can see, the KL-divergence decreases as preference com-

pleteness increases because more candidates are in the profile as

a result of the length of voter preference. The KL-divergence also
increases as 𝛼 increases since more voter agreement implies fewer
candidates are ranked in the profile. The code to generate these
datasets, run the experiment, and plot the visuals can be found in
https://github.com/KCachel/prefair.

D ADDITIONAL EXPERIMENTAL DETAILS

This section provides additional details for the methods used in
Section 5.

D.1 Characterizing Methods

See table 4. We implemented the Borda, STV, andMC4 methods
ourselves and used the code provide in Cachel et al. [12], Wei et al.
[60], and Celis et al. [13], for Epira, Rapf, and Fmwv respectively.

D.2 Implementation Details for Section 5.3.3

In Sections 5.3.1 and 5.3.2 the Epira and Rapf methods are directly
passed partial preference input (and some full preference in scenar-
ios in Section 5.3.2). Yet, in Section 5.3.3 we perform an ablation of
PreFair, and utilize it’s first step (Configuration as in Section 4.2.1)
and then entirely replace PreFair’s Aggregationstep with Epira
and Rapf. This is shown in tables 3 and 5.

E ADDITIONAL EXPERIMENTAL RESULTS

This section presents additional experiments complementing those
in Section 5.

E.1 Additional Performance Metrics for

Controlled Study

We provide the results of additional metrics from the performance
study on the effects of voter agreement conducted in Section 5.3.2.
First, examining SFD the selection fairness metrics in Figure 8a
we see that only PreFair is fair under all voter agreement and

https://www.stv.govt.nz/countingdiagram.shtml
https://github.com/socialfoundations/folktables?tab=MIT-1-ov-file#readme
https://github.com/KCachel/prefair
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Figure 7: Representation of the candidate pool 𝐶 in the preference profiles included in the ACSEmp-Mallows dataset.

Method Native Partial Preference Support Ordering Fairness Support Selection Fairness Support
Borda [9] ✓ ✕ ✕

STV [57] ✓ ✕ ✕

MC4 [25] ✓ ✕ ✕

Epira [11] ✕ (adapt by using Borda) ✓ (fairness of exposure) ✕

Rapf [60] ✕* ✓ (p fairness) ✕

Fmwv [13] ✓∗∗ ✕ ✓
PreFair (Ours) ✓ ✓ ✓

Table 4: Overview of Methods. *Wei et al. [60] note Rapf is not conceptually geared toward handling partial preferences, but we

find it does not break on partial preference input. **Celis et al. [13] note Fmwv can handle individual voters ranking disjoint

subsets, however, they assume that all candidates in candidate pool 𝐶 are ranked at least once by a voter, meaning 𝑆 = 𝐶.

preference profile completeness conditions. Figure 9 augments Fig-
ure 8a, by providing the count of the distinct number of groups
included in each consensus decision. Looking specifically at Figure
8a we see all methods are fairer when there is no voter agreement
with the central biased ranking (e.g., 𝛼 = 0). Then Fmwv, Epira,
and Rapf are strongly affected by the partial-ness of voter prefer-
ences; but, Fmwv does the best of these three methods because it
is designed for selection fairness, provided the necessary count of
candidates per group are in the profile. Lastly, Fmwv, Epira, Borda,
MC4, and STV are all affected by voter agreement conditions. Only
PreFair has the lowest SFD values (Figure 8a) and included all four
groups in every consensus decision (Figure 9).

Turning to the NDKL values expressed in Figure 8b, on first sight
it appears that most methods produce fair orderings. However, the
distinct group counts in Figure 9 explain that this is because in
the fairness-unaware methods, e.g., Borda orMC4, these consen-
sus rankings only have one group in them, thus by definition of
NDKL they have high NDKL values. As expected since neither
Fmwv or STV optimize for fair orderings whatsoever these meth-
ods, on the whole, have higher NDKL values. Then examining,
Epira and Rapf they have low NDKL values since these methods
optimize for fairly ordering candidates in their consensus rankings.
However, recalling the selection fairness results in Figure 8a, only
PreFair always has both selection fairness (low SFD values) and
ordering fairness (low NDKL values).

E.2 Section 5.3.3 Ablation Study Results for

Proportional Representation

In comparing PreFair to ablated versions of PreFair using
Epira and Rapf, we see for proportional representation in Table 5

the same conclusions as in equal representation shown in Table 3.
That is, first, by using PreFair in its entirety, we do much better
in all fairness objectives - SFD, NDKL, and pNDKL. And second
PreFair has the highest voter satisfaction in half of all Average
Sat comparisons. And lastly, if PreFair’s Configuration step is used
as a pre-processing step, Epira and Rapf perform much better com-
pared to prior studies in Section 5.3.1 and 5.3.2. Nonetheless, using
PreFair’s Aggregation step with either Epira and Rapf underper-
forms the full PreFair approach in terms of both fairness objectives
of fair partial preference aggregation, and risks decreased voter
satisfaction.

E.3 Examining PreFair’s Configuration Pulling

Up Approach

To ensure the PreFair Configuration strategy of pulling up addi-
tional candidates to mitigate voter selection bias is effective, we
compare it to a simple alternative approach. Specifically, we con-
trast the strategy presented in Algorithm 1, with a naive approach
of appending to each partial voter preference ranking a random
ordering of the remaining candidates that the voter did not rank.

To test this, we do the following. As used and described in Section
5.3, for each dataset, each voter preference ranking contains the
top 𝑥 candidates of each voter. We intentionally, take the top 𝑥
candidates in creating a partial preference profile from the dataset,
so that we may have existing longer rankings (more candidates) to
compare against. We call these existing voter preferences. Note these
existing preference rankings are still considered partial preferences
since they order disjoint subsets due to how the data was collected.
For example, in the World Happiness the same countries are not
ranked every year. Nonetheless, these existing preferences give us
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(b) NDKL results.

Figure 8: Only PreFair has low SFD and NDKL values under all voter agreement and preference profile completeness conditions.

We see all methods are fairer when there is no voter agreement, both fairness objectives of Fmwv, Epira, and Rapf are strongly

affected by the partial-ness of voter preferences, and the SFD and NDKL values of Fmwv, Epira, Rapf,MC4 and STV are affected

by voter agreement conditions.
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Figure 9: Only PreFair includes all four groups in the consensus decision under all voter agreement and preference profile

completeness conditions. We see all methods include all groups when there is no voter agreement and all methods, besides

PreFair, are affected by voter agreement. Moreover, Fmwv, Epira, and Rapf include less groups when the profile is less

complete.
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Dataset Method SFD ↓ NDKL ↓ pNDKL ↓ Average Sat ↑
Config. Agg. 0.10 0.20 0.30 0.40 0.50

Econ Freedom

PreFair PreFair 0.004 0.024 0.024 0.325 0.325 0.500 0.725 0.725
PreFair Epira 0.175 0.252 0.252 0.000 0.250 0.650 0.725 0.775

PreFair Rapf 0.011 0.156 0.156 0.133 0.320 0.393 0.567 0.595

GSCI

PreFair PreFair 0.001 0.064 0.056 0.143 0.286 0.286 0.405 0.405
PreFair Epira 0.196 0.474 0.474 0.000 0.000 0.000 0.143 0.429
PreFair Rapf 0.002 0.180 0.180 0.143 0.257 0.286 0.429 0.567

IBM HR

PreFair PreFair 0.001 0.220 0.220 0.050 0.110 0.150 0.195 0.255
PreFair Epira 0.203 0.341 0.341 0.085 0.170 0.260 0.330 0.385

PreFair Rapf 0.001 0.247 0.247 0.065 0.122 0.173 0.230 0.286

World Happiness

PreFair PreFair 0.004 0.025 0.025 0.324 0.352 0.647 0.6 0.618

PreFair Epira 0.148 0.435 0.435 0.029 0.029 0.029 0.324 0.382
PreFair Rapf 0.011 0.091 0.091 0.088 0.321 0.326 0.468 0.500

Table 5: Ablation results for proportional representation selection fairness. Best performance indicated in bold.

Method Econ Freedom GSCI IBM HR World Happiness

Average Kendall tau ↓ PreFair 4005.50 2488.33 224395.25 1657.35

Random 3455.52 2939.73 231373.65 2162.21
Table 6: Results for pulling up additional candidates via PreFair’s Configuration (Section 4.2.1) approach compared to randomly

adding unranked candidates. Best performance indicated in bold.

a baseline to compare our PreFair inferred rankings against. Thus,
for PreFair, denoted as PreFair in Table 6, and for the simple
inference method described above, denoted as Random in Table 6,
we compute the average Kendall tau distance between each inferred

voter preference ranking and the existing voter preference ranking.
Since existing preferences are partial, we omit candidates that do
not appear in the existing candidate when measuring Kendall tau.
Additionally, since the compared approach involves randomness,
Table 6 reports Random’s average Kendall tau over 10 trails.

We observe that PreFair has lower average Kendall tau dis-
tances in three out of four datasets, indicating that the inferred
rankings are significantly closer to the existing rankings than when
using a random inference approach. However, in the Econ Freedom

dataset, we see that Random has a better performance. We suspect
this is because of the relatively large number of features used in
PreFair’s inference; specifically, the Econ Freedom dataset has 52
features compared to 8, 25, and 6 in the respectiveWorld Happiness,
IBM HR, and GSCI datasets. PreFair may have overfit to a pattern,
uncovered over so many features, that was not present in the or-
ganic existing rankings. This echoes our call in Section 4 for future
work developing more custom and nuanced methods to pulling
up additional candidates. Nonetheless, averaging over the World

Happiness, IBM HR, and GSCI datasets, the average Kendall tau
distance between inferred and existing rankings for method was
86% of the distance of the Random approach, indicating PreFair
provides gains in modeling unknown voter preferences.
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