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ABSTRACT

An increasing number of regulations propose ‘AI audits’ as a mechanism for achieving transparency and accountability for artificial intelligence (AI) systems. Despite some converging norms around various forms of AI auditing, auditing for the purpose of compliance and assurance currently lacks agreed-upon practices, procedures, taxonomies, and standards. We propose the ‘criterion audit’ as an operationalizable compliance and assurance external audit framework. We model elements of this approach after financial auditing practices, and argue that AI audits should similarly provide assurance to their stakeholders about AI organizations’ ability to govern their algorithms in ways that mitigate harms and uphold human values. We discuss the necessary conditions for the criterion audit and provide a procedural blueprint for performing an audit engagement in practice. We illustrate how this framework can be adapted to current regulations by deriving the criteria on which ‘bias audits’ can be performed for in-scope hiring algorithms, as required by the recently effective New York City Local Law 144 of 2021. We conclude by offering a critical discussion on the benefits, inherent limitations, and implementation challenges of applying practices of the more mature financial auditing industry to AI auditing where robust guardrails against quality assurance issues are only starting to emerge. Our discussion—informed by experiences in performing these audits in practice—highlights the critical role that an audit ecosystem plays in ensuring the effectiveness of audits.
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1 INTRODUCTION

Auditing has been proposed in a variety of laws and regulations [17, 22, 23, 25, 42, 52, 75],1 standardized frameworks [47, 62], and guidelines for industry best practices [5, 77] as a mechanism to identify and mitigate risks of harm in artificial intelligence (AI)2 and to build public trust and promote accountability for AI system developers and deployers. Most notably, New York City (NYC) enacted the Local Law 144 of 2021 (NYC ‘bias audit law’ hereafter) in which bias audits—defined as independently conducted impartial evaluations—are required for automated employment decision tools used in hiring and promotion [75]. Auditing for the purpose of compliance and assurance with normative requirements currently lacks defined norms and standardized practices, despite notable emerging efforts to perform audits as many types of engagement, including adversarial pressure testing [3, 68, 80], quantitative technical assessments [13, 16, 21, 38, 82], and qualitative assessments of risks or impacts [10, 18, 31], among others.

In this paper, we propose a criterion audit framework for the external compliance and assurance audits of algorithmic systems. This approach is inspired by how financial audits are used to provide assurance that financial statements are presented accurately and in conformity with generally accepted accounting standards (GAAS) [30]. Our aim is to show how and—in part—to what extent the methodology and practices of such a mature industry can be applied to AI auditing as an emerging industry absent of agreed-upon

1Mökander et al. [45] argue that conformity assessments as an enforcement mechanism in the EU AI Act should be interpreted as auditing, despite the term ‘audits’ not being referred to explicitly.

2In this paper, we use ‘AI,’ ‘algorithm,’ ‘AI system,’ and ‘algorithmic system’ interchangeably. Similarly, ‘AI audit’ and ‘algorithmic audit’ both convey the same meaning.
standards and official certification bodies. While the idea to follow the financial auditing practices—at least in part—is in itself not new [27, 44, 57], our paper offers an actionable approach for performing external compliance and assurance audits which is missing in the literature. Furthermore, as we have also used this framework to perform audits for the NYC bias audit law, our critical discussion draws on practitioner perspectives from operationalizing these external audits in the field.

Our paper proceeds as follows. Section 2 provides relevant background on the AI auditing landscape, including the operational gaps in the current regulations, and a short survey on taxonomy. We then introduce the criterion audit framework in detail. Section 3 outlines the (1) primary objectives of the audit framework, (2) its key elements, (3) the approaches to auditing supported by this framework, (4) the procedures for executing this audit, and lastly, (5) the responsibilities of an auditor tasked with its performance. In Section 4, we demonstrate a specific use case of the framework by adapting it to NYC Local Law 144 of 2021. Section 5 critically examines the benefits, limitations, and implementation challenges posed by this framework. Finally, section 6 concludes our discussion.

2 BACKGROUND

2.1 Motivation

In recent years, policymakers have introduced various forms of formal evaluation of algorithmic systems as a prominent mechanism to bring about transparency and accountability, with some requiring that these algorithmic systems undergo ‘audits’ [17, 22, 23, 25, 42, 52, 75]. However, most proposed policies have offered little guidance on audit quality assurance issues, such as independence rules, engagement performance matters, auditor qualification, and quality control procedures [40]. Among these, legislation has focused predominantly on independence. While some regulations, such as NYC bias audit law and EU Digital Services Act, have set rules around auditor eligibility, others, such as The Algorithmic Accountability Act of 2020 and the EU AI Act, offer no guidelines on independence at all.

Standardized procedures remain largely unaddressed by regulations. Although there are emerging efforts to provide guidance for the execution of audits [12, 24], there is no consensus regarding how audits ought to be performed. Auditors are thus left to their own devices to operationalize audit engagements [18]. This lack of clear guidance poses several challenges in the current algorithm auditing industry. First, there is a significant risk of inconsistency in audit quality, due to the discrepancies in audit engagement performance. This issue can eventually lead to failure to achieve the aims of the regulation for which audits were performed. Second, without standard practices, auditors themselves may face issues of liability for risks concerning false assurance [28].

Against this landscape, our discussion aims to (1) provide a framework that answers central questions about how auditing for the purpose of compliance or assurance can be conceptualized, structured, and applied in practice, and (2) critically consider its key benefits and limitations.3

2.2 Taxonomy

Given the flexible nature of audits in other contexts, the term ‘audit’ has been borrowed to describe many disparate forms of evaluation of algorithmic tools, products, and systems [18, 28]. Audit engagements can range from pressure-testing efforts by journalists and civil society without direct access to the audited system [3, 38, 68, 80], to pre-deployment evaluations conducted by teams internal to an organization [56], to ‘collaborative audits’ conducted by an outside team without safeguards against conflicts of interest [82], to audits conducted by outside parties with access to a system under robust safeguards against conflicts of interest [57]. Here, we focus specifically on ‘external audits’ aimed at providing assurance of compliance with requirements set forth in legislation or other standardized frameworks, which are sometimes also referred to as ‘compliance audits’ [1, 46].

Internal audits—such as the model evaluations required by the US Federal Reserve’s Supervisory Letter (SR) 11-7 [9]—are forms of self-assessment: evaluation conducted by the audited party or by outside contractants without robust safeguards against conflicts of interest [2, 57]. By contrast, external audits are evaluations conducted by independent parties outside of the audited entity, such as the public or regulators. In the US, relevant models of external audits from other fields include outside evaluations conducted by certified independent third parties—such as financial audits that conform to the Sarbanes–Oxley Act of 2002 [59] and Leadership in Energy and Environmental Design (LEED) certification by the US Green Building Council—and evaluations conducted by a government agency, such as FDA inspections for food and drugs [2, 57]. There is a growing consensus that, with internal audits, conflicts of interest between the auditor and the auditee may undermine their purpose of providing the assurance of trustworthiness or compliance to outside parties [2, 23, 28, 57, 66, 75]. Potential measures for ensuring independence and preventing conflicts of interest in external audits include: rules against cross-selling of non-audit services, legal liability of auditors for false provision of assurance, standardization of audit criteria, professionalization of audits, creation of ‘auditing intermediaries’ [79], and government selection of auditors, among others [28, 57].

Evaluations performed by external parties without adequate access to the audited system—referred to as ‘critical third-party audits’ by Metcalf et al. [43]—can play an important role in uncovering and drawing public attention to existing flaws of deployed AI systems. They aim to inspire accountability by way of forcing organizations to ‘fix’ their AI systems (through technological or governance means) or face public scrutiny. However, we follow Raji et al. [57, p. 558] in assuming that this form of third-party oversight without adequate access “[is] not conventionally considered audits per se.” By contrast, our proposed audits require formal auditor access to the audited system. Furthermore, a more fundamental distinction concerns its public role, where criterion audits, similar to

3We note that while journalists do not typically refer to their works as ‘audits’ but as ‘analyses’ or ‘investigations,’ these efforts are nonetheless widely cited as exemplary audits in the reviewed literature.

4On the long history of independent audits in finance, see [28, 53, 54].

5An ‘auditing intermediary’ refers to a proposed specialized audit entity whose responsibility is to ensure that accurate and verified data from large online platforms is received by regulators when shared across jurisdictions.
financial audits, function to provide ‘comfort’ by way of assurance and certification.\textsuperscript{7}

Finally, we also consider audits distinct from risk or impact assessments \cite{67}. First, proposals for algorithmic impact or risk assessments typically focus on internal assessments \cite{57,64}. Second, as we examine in this paper, effective external audits require a determination of an outcome (e.g., whether an audit passes or fails) such that it can enable stakeholders of the audit to act accordingly. By contrast, risk or impact assessments are better understood as having open-ended outputs, such as a prioritized and normatively justified list of risks or impacts \cite{31,64}.

3 THE CRITERION AUDIT

3.1 Objectives

The primary objective of financial auditing is to provide assurance to stakeholders (e.g., investors, lenders, and regulators) regarding the reliability of an organization’s financial information for informed decision-making. Financial auditing assumes a vital role in upholding public trust in the financial system and ensuring economic stability by holding organizations accountable for their financial reporting and operations. External compliance and assurance algorithm audits should similarly aim to offer stakeholders reassurance that algorithmic systems are designed, built, deployed, and governed in a responsible and transparent manner. While AI systems do not bear foundational responsibility for upholding the integrity of the financial market, we argue that the opaque, rapidly transformative, and increasingly pervasive nature of AI systems in everyday life demands an assurance that algorithmic systems function in ways that mitigate harms and uphold human values.\textsuperscript{8} AI audits can thus be employed as a mechanism to provide this desired reassurance and trust between stakeholders of AI by way of systematization and transparency \cite{44}.

If transparency is a key mechanism for AI audits to foster trust, current practices in the algorithm auditing industry often fall short of achieving such an ideal. Most auditing efforts do not publish outcomes or procedures to the public, often due to clients’ confidentiality agreements \cite{18}. Many proposed regulations of AI auditing also do not require disclosure of an outcome. This lack of transparency can gradually degrade accountability by rendering auditing toothless, as audited organizations are not incentivized through either public pressure or regulatory enforcement to create meaningful change. Furthermore, due to procedural non-transparency, audit process effectiveness is not measurable, perpetuating what Power \cite{53} refers to as the ‘recess of mistrust,’ where accountability and trust are shifted away from the audited organizations and onto auditors themselves, who are in turn subjected to more audits and evaluations. Our proposed audit framework aims to provide this critical and meaningful layer of transparency by way of public disclosure requirements (see 3.2 and 3.4.4). While public disclosure is not a comprehensive solution to achieve accountability,\textsuperscript{9} our proposal aims to be sufficiently consequential in a way that it enables

\textsuperscript{7}See \cite[p. 126]{54} for discussion on public function of financial audits. In AI auditing, tensions also arise from disagreements about which role audits ought to play \cite{44}.

\textsuperscript{8}There is convergence on the importance of external audits for providing assurance to outside parties, such as to governments, the public, or other organizations \cite{2,28,46,57,66}.

\textsuperscript{9}On the limits of extensive public disclosure in financial audits, see \cite[p. 20]{53}.

\textsuperscript{10}Such is the norm in financial audits, see also \cite{63,74} for standards on independence for financial auditors.

\textsuperscript{11}For non-financial assurance engagements, the International Standards on Assurance Engagements (ISAE) 3000 \cite{70} specifies the characteristics of suitable audit criteria, which include relevance, completeness, reliability, neutrality, and understandability.
for standard reporting and audited organizations’ concerns regarding security and intellectual property [57]. Furthermore, the content of public disclosure can be stipulated by the legislation and supplemented further to facilitate contextual interpretation of the results. The degree of public disclosure can vary, depending on contextual details. However, at a minimum, it should contain key information that is necessary for readers of the audit report to understand compliance with a given piece of legislation.

3.3 Auditing approaches
A number of auditing approaches can be adapted to be compatible with the features of this audit framework. We introduce two paradigm approaches below:13

3.3.1 Direct assessment. The auditor directly performs the procedures on the algorithmic systems, as scoped by the audit. In this approach, the auditor is given—for technical testing—full, or mediated, access to the model to conduct technical testing, or—for a risk assessment—access to relevant stakeholders of the model, such as its impacted users. When the assessments are performed as part of a regulation’s requirements, the criterion audit framework also demands (1) that these assessments be performed in accordance with a transparent set of criteria by qualified audit professionals, and (2) that their results be partially disclosed publicly.

3.3.2 Indirect verification. Alternatively, the auditee can perform the assessments themselves, and subsequently submit a body of evidence to prove the performance and quality of these auditable procedures. This requires the auditors to evaluate the procedures, policies, and institutional structures performed and established by the auditee against a set of criteria that examines their quality. This process can act as a complement to the work of an internal audit team that evaluates the algorithmic system along its development lifecycle,13 and produces critical documents and artifacts—such as model or ethical risk analysis results, system cards, and technical testing reports [56]. In this way, efficiency is afforded between internal and external auditing functions where the latter reviews and evaluates documentation provided by the former for the specific objective of demonstrating compliance or assurance. Moreover, the criterion audit framework can apply if (1) the evaluation process is conducted by qualified practitioners, and (2) some results of the audit are subsequently publicly disclosed.

There are inherent and practical trade-offs between these approaches. Direct assessment may provide better safeguards against accountability concerns such as rubber stamping, whereas indirect verification may find efficiency in large-scale audit engagements for auditees with internal audit teams. In practice, auditors may utilize one single approach, leverage both in a hybrid manner, or determine the suitable auditing approach based on an analysis prior to performing audit procedures.14

In this paper, we propose procedures (in Section 3.4), and auditor responsibilities (in Section 3.5) based on the indirect verification approach. In addition, the criteria designed for NYC bias audit law (in Section 4.1) were also developed assuming the verification approach of auditing. Beyond the efficiency benefits mentioned above, we also see potential positive implications for audit independence. Auditors who themselves perform direct assessments may arguably lack the critical distance to provide an impartial and credibly independent evaluation of the rigor of their own testing. Indirect audits can thus help to mitigate such risk by introducing a separation between the party responsible for conducting the assessments and the party independently providing the assurance of their quality.

3.4 Audit procedures
We propose the following standard process to perform a criterion audit:

3.4.1 Target scoping. The auditor scopes the audited algorithmic system to obtain a foundational understanding of its technical and sociotechnical components, in addition to any process deemed relevant to the normative framework, such as whether the system has undergone bias testing. This is intended to provide auditors with a contextual knowledge of the algorithm before evaluating it against a set of criteria. Scoping can be done, for example, in the form of a targeted questionnaire or through interviews with personnel of the audited organization.

3.4.2 Documentation submission. The auditee submits documentary evidence towards satisfaction of the audit criteria, and the auditor reviews the documentation and determines whether the criteria have been preliminarily met, pending verification of evidence (see below). During the review process, if the auditor requires more evidence, they may ask for additional documentation or request interviews with the auditee’s internal or external stakeholders, such as employees or third parties, to facilitate evaluation. The auditor reaches an initial opinion about whether the criteria have been satisfied by the evidence provided by the auditee. Auditors, therefore, need to have the knowledge and expertise to make qualified critical judgments based on evidence of whether a given criterion has been sufficiently met.

3.4.3 Evidence verification. The auditor determines the truthfulness of the evidence presented by the auditee. Methods for verification, such as examining official communication logs, or observing the re-performance of a computation in an interview, can vary based on the nature and importance of the evidence. For example, the auditee may show the computation of bias testing to verify the results shown as evidence submitted previously. At the end, the auditors reach a final opinion about the satisfaction of the criteria, which takes into account the veracity of the evidence.15 This mirrors the standard procedures for obtaining evidence in financial audits [55] and builds upon proposals calling for adaptation of claim-based assurance frameworks to the AI context [11, 32]. As

13These approaches are based loosely on ‘direct engagements’ and ‘attestation engagements’ in financial audits.

14See also [61] for discussion on The Three Lines of Defense (3LoD) model as a proposed mechanism for risk mitigation in the AI context.

15In the Delegated Regulation on auditing for the Digital Services Act [23], auditors are required to conduct an audit risk analysis to select the precise audit methodologies.
Auditors also make judgment calls, they need to adhere to strict and rigorous standards in performing the verification.

### 3.4.4 Publication of the audit report

The auditor drafts and publishes the audit report regarding the audited algorithmic system. Results should be disclosed in a standardized format, and the report at the least needs to explicitly and publicly show (1) whether each criterion has been met, (2) the final outcome of the audit, and (3) a formal opinion of the auditor. An audit report should also contain other standard information, which can include: in-scope and out-of-scope, a description of the algorithm, auditor’s and auditee’s general responsibilities, a statement on auditor independence, the level of assurance for the engagement (e.g., limited or reasonable assurance), and an informative summary of the work performed.\(^{17}\) Before publication, the auditee may be allowed to review the full report for strictly factual errors or any omissions that may have materially affected the report.

### 3.4.5 Certification

The audited algorithmic system receives a certification indicating the outcome of the audit—e.g., whether the algorithmic system has passed (or failed) with respect to the targeted regulation against which it was evaluated.

### 3.5 Auditor responsibility

In financial auditing, the outcome of an audit requires an auditor to form an opinion on the financial statements based on having obtained sufficient appropriate audit evidence about whether these statements are free from material misstatement \([71]\). Achieving a high-quality audit requires auditors to (1) exhibit professional values and ethics, (2) have sufficient knowledge and skills in their subject matter, and (3) apply rigorous and appropriate audit processes and quality control procedures.

An auditor for the criterion audit similarly bears the responsibility of forming an opinion based on the audit evidence provided by the auditee to evaluate the level of appropriateness, sufficiency, and material misstatement for the submitted body of evidence.\(^{15}\) Determination of appropriateness, sufficiency, and materiality can take many forms, such as conducting statistical testing (e.g., statistical significance, power analysis), evaluating the appropriateness and reasonableness of a normative justification for important decisions (see 4.2.1), or determining whether an auditee attempts to deceive the auditors or game the audit process. Such judgment calls and decision-making should therefore be made by auditors having not only (1) expertise in specific subject matter (such as technical acumen for technical audits, or expertise in normative ethics or sociology for sociotechnical audits), but also (2) training and certification in standardized audit process and quality control procedures, similarly to the audit quality training required for financial auditors.

Research on algorithm auditing has so far called for auditor professionalism and certification as one of the requirements for high-quality audits \([18, 57]\). However, there is little discussion on which knowledge or training algorithm auditors should possess to perform audits effectively. Here, we advocate specifically for standard audit processes and quality control procedures as a fundamental requirement for auditors performing criterion audits. In practice, this form of training and industry knowledge can leverage the vast existing body of work from the financial auditing industry, where standardized methods have been developed to support auditors in audit engagements—such as Auditing Standard (AS) 1105 on audit evidence \([55]\), the International Standard on Auditing (ISA) 315 on risks of material misstatement \([72]\), and the International Auditing and Assurance Standards Board’s standard on quality management for auditing firms \([73]\)). Furthermore, this training should also be complemented by comprehensive responsible AI education, such as on rigorous technical testing and effective risk management practices, to equip auditors with substantive domain knowledge when navigating complex considerations.

### 4 ILLUSTRATION: ADAPTING THE CRITERION AUDIT FOR NYC BIAS AUDIT LAW

In November 2021, the New York City Council passed Local Law 144 of 2021 which requires bias audits for automated employment decision tools (‘AEDTs’) used in hiring and promotion.\(^{19}\) The final rule, effective in July 2023, defines bias audit as “an impartial evaluation by an independent auditor,” and the audit requires, as the minimum, an assessment of the tool’s disparate impact on persons of any component 1 category—i.e., race/ethnicity and gender categories. Independence rules are also established, in which auditors are not allowed to have been involved in using, developing, and distributing the AEDT, or to have contractual and financial interest in the organizations using, developing, and distributing the AEDT.

#### 4.1 Audit criteria development

Applying the criterion audit framework, we derived a set of criteria which aims to determine whether an algorithmic system has met the requirements of NYC bias audit law. The audit criteria were developed as a function of (1) the legislation’s content and specifications, and (2) our practitioner experience in directly conducting technical bias testing and ethical risk and impact assessments on algorithmic systems. Moreover, the audit criteria are constructed using the previously discussed indirect verification approach (see Section 3.3).

The law requires ‘bias audits,’ at a minimum, to include a disparate impact analysis of the automated tool. Such technical analysis being the only explicit requirement for an audit stands in stark contrast to the broadly adopted view of current scholarship that mathematical-only perspectives of bias are insufficient in capturing impacts of algorithmic bias or in preventing discriminatory outcomes \([62]\). Moreover, the reviewed literature has documented

---

\(^{15}\)This description should be at an appropriate level of specificity to facilitate readers’ understanding of the audit quantitative results.

\(^{16}\)See [20, p. 21, 60–65] for content of a standard financial audit report. See also [28, 58] for our publicly available audit reports for NYC bias audit law.

\(^{17}\)The Delegated Regulation on independent auditing under the Digital Services Act [24] identifies three specific audit risks: (1) inherent risks, (2) control risks, and (3) detection risks.

\(^{18}\)Automated employment decision tools are defined as “any computational process, derived from machine learning, statistical modeling, data analytics, or artificial intelligence, that issues simplified output, including a score, classification, or recommendation, that is used to substantially assist or replace discretionary decision making for making employment decisions that impact natural persons.”
extensively the limitations of a technical-only perspective in algorithmic bias and discrimination [36, 81], the importance of sociotechnical views of bias [4], the interdependence between technical and sociotechnical views in auditing of algorithmic systems [31], and the limitations of operationalizing technical measures in non-AI contexts [7, 19].

Adopting these sociotechnical views on bias management and mitigation, we designed our audit criteria to include three sections: (1) disparate impact analysis, (2) governance, and (3) risk assessment. For disparate impact analysis, we derived, to the best of our knowledge and ability, the minimally sufficient criteria allowing an auditor to evaluate a good faith analysis of the tool’s disparate impact performed by the audited organization. For governance, a set of requirements aims at evaluating the existing governance body within the auditee’s organization who is responsible and accountable for the management of risks related to bias of the AEDT. For risk assessment, we derived minimal requirements for an assessment of risks conducted by the auditee for the tool with a specific focus on bias.

We view the governance and risk assessment requirements as prerequisites for a sufficiently rigorous disparate impact analysis prescribed by the law. Providing assurance for the rigor of this analysis—i.e., whether it runs the risk of being unreliable, being ill-informed, or lacking due diligence—requires investigating also the context within which the analysis was performed [31, 47, 65]. These criteria thereby serve as the bare minimum contextual factors that auditors should account for, namely (1) the organization’s approach to controlling disparate impact risks (governance), and (2) the organization’s approach to making decisions about harm and bias mitigation priorities (risk assessment).

4.2 Sections of an audit

Table 1 shows our set of audit criteria which aims to evaluate an algorithmic system for compliance with NYC bias audit law. The full set of criteria including all sub-criteria is available in Appendix A. These criteria provide the basis for both reviewing submitted documentation and verifying evidence (see 3.4). While the execution of this audit can be tackled by multiple auditors (e.g., based on their areas of domain expertise), the three audit sections are not intended to be independent but rather complementary, both conceptually and operationally, to each other. This holistic approach is designed to consider technical bias risks in the sociotechnical context of the algorithm and governance measures.

4.2.1 Disparate impact analysis. The law requires the disclosure of the disparate impact assessment results in the form of impact ratios for groups of race/ethnicity, sex, and their intersections. An auditee has to have made a number of key decision points to arrive at the quantitative results. These subjective and discretionary decision points mirror concepts known in the qualitative research as ‘choice moments’ [60]. Our criteria was accordingly designed to elucidate these decision points from the auditee and provide auditors a mechanism to evaluate their appropriateness.

The auditors evaluate: (1) the definition of AEDT by the auditee (Q.A), (2) the dataset used for analysis (Q.B), (3) the demographic information and its data collection process (Q.C), (4) the selection or scoring rate definition and its basis (Q.D & Q.E), (5) demographic groups covered in the analysis (Q.F), (6) impact ratio calculations, including of uncertainties (Q.G), and (7) statistical significance calculations of the difference between selection rates (Q.H).

For each criterion, a set of sub-criteria provides further guidance for auditors to assess the quality of the auditee decisions (see Appendix A). For instance, sub-criteria Q.D.1 requires the auditee to provide the justification for their choice of positive outcome as the basis for selection rate. An auditor—having subject matter competency in a technical domain such as data science in combination with experience in algorithmic bias work—would be able to then evaluate whether, for example, using interview rates or hiring rates resulting from the AEDT use is more appropriate for calculations.

4.2.2 Governance. Although the auditing of governance structures of an AEDT is not specified as requirements by the law, this set of criteria requires that the auditee has an accountable party for risks related to bias in a way that is clearly defined and operationalized across the organization.

Regulatory guidance and industry best practices have emphasized the role of governance and internal controls as a foundational building block of AI risk management systems [47, 51, 78]. Furthermore, our practitioner experience in performing audit-type engagements has also led us to believe that effective mitigation of the risks posed by an organization’s use, development, and deployment of algorithm (including ones related to bias) requires some designated oversight body within the organization that is accountable for them. The rationale for including these criteria was therefore to determine whether this minimally sufficient layer of accountability is established.

The criteria require: (1) that the auditee has an accountable party for risks related to disparate impact (G.A), (2) that the responsibilities of this party are clearly defined (G.B), and (3) that such responsibilities have been carried out prior to the audit (G.C).

Similar to those in disparate impact analysis, specifications for the evidence in the form of sub-criteria require the auditee to show formalization of such governance. For instance, sub-criteria G.B.2 requires the auditee to show that the accountable party must have influence (e.g., through institutional power) over product changes. Evidence for this section can take the form of policies and procedures related to internal oversight—such as the charter of a responsible AI team or AI risk committee, their duties, and testimony by designated parties in the organization.

4.2.3 Risk assessment. Scholarship has highlighted that technical measures of risks of harm (such as bias) need to be understood in the sociotechnical context of an algorithmic system [1, 47, 65, 67]. This set of criteria examines the degree to which awareness for these sociotechnical risks is shown by the auditee.

Specifically, criteria in this section require (1) that the auditee has completed a risk assessment of their AEDT (R.A), (2) that risks have been identified (R.B), and evaluated (R.C), as part of this assessment. To satisfy these criteria, the auditee is required to show, in their risk assessment, sufficient awareness of sociotechnical risks of harm, and of bias in particular. Moreover, auditors tasked with evaluating these criteria can further verify the quality of this risk

---

20 Positive outcome refers to the favorable outcome for a candidate from the use of the model, such as being selected to move forward in the hiring process or assigned a classification by an model.
Table 1: Audit criteria for NYC Local Law 144 of 2021.

<table>
<thead>
<tr>
<th>ID</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q</td>
<td>Disparate Impact Analysis</td>
</tr>
<tr>
<td>Q.A</td>
<td>The tool analyzed for disparate impact shall be defined.</td>
</tr>
<tr>
<td>Q.B</td>
<td>The dataset based on which disparate impact is analyzed shall be defined</td>
</tr>
<tr>
<td>Q.C</td>
<td>The demographic categories for which disparate impact can be analyzed</td>
</tr>
<tr>
<td>Q.D</td>
<td>Where the selection rate method is used, positive and negative outcomes</td>
</tr>
<tr>
<td>Q.E</td>
<td>A metric which corresponds to selection rate or scoring rate shall be defined.</td>
</tr>
<tr>
<td>Q.F</td>
<td>The 'favored group' and 'disfavored groups' [50] shall be identified, for</td>
</tr>
<tr>
<td>Q.G</td>
<td>The impact ratios shall be disclosed for all disfavored groups, for all</td>
</tr>
<tr>
<td>Q.H</td>
<td>Where the selection rate method was used, statistical significance</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>G</th>
<th>Governance</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.A</td>
<td>The auditee shall have a party which is accountable for risks related to</td>
</tr>
<tr>
<td>G.B</td>
<td>The duties of the party accountable for risks related to disparate impact</td>
</tr>
<tr>
<td>G.C</td>
<td>The auditee shall provide evidence that the defined duties of the party</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>R</th>
<th>Risk Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>R.A</td>
<td>The auditee shall have completed a risk assessment of the tool.</td>
</tr>
<tr>
<td>R.B</td>
<td>The risk assessment shall show identification of relevant risks related</td>
</tr>
<tr>
<td>R.C</td>
<td>The risk assessment shall demonstrate appropriate evaluation of relevant</td>
</tr>
</tbody>
</table>

4.3 Interactivity between sections of the audit

The three sections (i.e., disparate impact analysis, governance, and risk assessment) are intended to complement each other, reflecting the interwoven nature of the various aspects of AI risk management. Hasan et al. [31] provides an exemplary case for how this interplay between these areas should play out on the side of the audited entity when performing these auditable procedures. By identifying and evaluating risks related to bias, the auditee gains a sociotechnical understanding of their AEDT, which then informs whether and which risks can be measured using the available data, and how this technical testing should be performed. This dependency should, as a result, also be reflected in the disparate impact analysis, whose metrics and heuristics are guided by the risk assessment, and whose results reciprocally inform risk mitigation measures.21

We expect auditor evaluations of these components to also have this sense of interdependence. Consider the scenario where the auditee has identified, in their risk assessment, that a risk of bias is created by the way an automated system’s user interface used in hiring is paginated such that candidates appearing on the first page is significantly more likely to receive an interview or be contacted (e.g., by recruiters). The auditor evaluating the risk assessment is encouraged, upon discovery of this information, to inform the auditor tasked with the disparate impact analysis of this information, so that they may take into account this detail when evaluating the basis of the metric used to calculate impact ratios. The disparate impact auditor should accordingly assess whether this element is taken into consideration in the technical analysis at all, and whether their metric is appropriate given the identified risks. Moreover, this procedural feature operationalizes the integration between what Mökander [44] refers to as ‘narrow’ and ‘broad’ auditing, where ‘narrow’ is exemplified by technology-focused testing or assessments and ‘broad’ is characterized by process-focused review of management of the technology.

5 BENEFITS & LIMITATIONS

5.1 Benefits

There are three key benefits to the proposed criterion audit:

5.1.1 Adaptability. Target scoping enables the audit to be tailored to a variety of algorithm use cases and legislative works. By stipulating minimally necessary and jointly sufficient conditions, the audit is a resource-efficient mechanism that can have a high degree of impact to provide assurance for a specific algorithmic system.

5.1.2 Efficiency and scalability. The proposed framework provides an efficient and scalable method for auditing. In many cases, organizations rely on dozens to hundreds of algorithms, which presents a particular challenge for effective governance and assessments. By performing AI audits in a systematic and transparent manner, our proposed approach ensures that a larger number of algorithms can be audited in a consistent and clearly defined set of procedures.

21Requirements of the EU AI Act for high-risk Al systems also reflect the importance of this interaction between technical testing and risk management, in which system providers are required to identify risk management measures through diligent system testing, disclose such testing heuristics, and justify their testing metrics.
5.1.3 Transparency and accountability. Public disclosure of audit results and audit criteria provides a high degree of transparency. Considering the nascent stage of algorithm auditing as an industry, such level of transparency can be a powerful mechanism to foster accountability by (1) making the effectiveness of our proposed methodology measurable and comparable against other compliance and assurance frameworks, and (2) providing grounds for public scrutiny of AI companies concerning, among others, their adherence to regulations and ability to fulfill obligations to stakeholders and society.

5.2 Implementation challenges

There are a number of challenges in implementing the proposed audit framework:

5.2.1 Auditing standards development. Developing a set of standards precisely scoped to a legislative work is not a straightforward or unambiguous task. As stated in Section 3.3, audit criteria can be built using various approaches to auditing. In addition, in cases where substantive differences of opinion exist between experts—such as in the discourse on computational definitions of fairness [6, 8, 37]—designers of audit standards must navigate these nuances while also balancing to achieve a set of criteria that provides compliance and is operationalizable at scale.

Another issue focuses on who should be developing auditing standards. Standards are a powerful means to establish auditing norms and practices, and there are warranted concerns about corporate capture to shape them in accordance with their interests [84]. In financial auditing, the International Financial Reporting Standards (IFRS) are developed and maintained by the independent International Auditing and Assurance Standards Board (IAASB). By contrast, auditing criteria for AI regulation compliance are currently emerging, where sets of criteria, despite being developed by independent standard-setting bodies [12, 14, 33, 35], have yet gained wide adoption from the industry.

5.2.2 Training and gray area decision-making. Following the training and accreditation of financial auditors, emphasis must be placed on equipping auditors with the competency and capabilities to perform these audits. As critical judgment is a fundamental feature of this methodology, auditors need to be equipped to better understand whether and, if so, the extent to which a given criteria may or may not be sufficiently met, or if further consultation is required. However, there is currently little discourse in the algorithm auditing field and limited training resources for aspiring algorithm auditors on this matter. The current state of auditor training unfortunately relies largely on on-the-job training, and self-empowerment for making judgment calls.

5.2.3 Opinion shopping and its effect on auditor independence. As the AI auditing industry is in its infancy, there lacks a set of safeguards sufficiently robust to ensure high quality audits. Currently, there is little to none preventing auditors from making their audits easy to ‘pass’ as possible to capture the market of organizations in scope for audits. This lack of safeguards enables audited entities to search for auditors who are more likely to provide a favorable opinion or whose audits are less stringent, known as opinion shopping in the financial sector [15, 39, 41]. This practice creates an environment in which self-imposed substantial independence requirements for algorithm auditors become a business risk for auditing firms. In the case of NYC bias audit law, auditors are thus incentivized to maintain only the minimum independence requirements specified by the regulation, irrespective of whether such specifications are sufficiently robust against deteriorating audit quality. This superfluous sense of rigor can greatly perpetuate ‘audit-washing,’ whereby harms supposedly prevented by the audit are instead distracted from or even excused [28]. This problem is in contrast to that in the financial sector, in which strong independence rule has two hundred years of history, precedent, and significant support from various stakeholders in the auditing ecosystem, including regulatory authorities.

5.3 Limitations

The criterion audit framework has a number of intrinsic limitations:

5.3.1 Reliance on the regulatory requirements. The criterion audit is by design dependent on the formal requirements of a regulation or other standardized frameworks. Effective rulemaking and precise scoping of the requirements allow room for the audit and its criteria to become instrumental in meaningfully preventing or mitigating algorithmic harms. On the one hand, excessively broad scope risks the criterion audit not having enough teeth to enforce meaningful changes to the status quo. On the other hand, if the legal requirements are excessively restrictive, the criteria risk becoming a checklisting exercise for auditors, failing to achieve the objectives set forth by the law. For NYC bias audit law, the rule specifies various details on disclosure of impact ratios as a metric to assess disparate impact but does not require actions to address, manage, and mitigate bias and discrimination harms resulting from such tools in a systematic manner. This misdirected focus restricts the scope of the criteria greatly and thereby limits its ability to fulfill its intended goals. Here, we urge regulators to pay close attention to the practitioner experience of auditors to understand to what extent the goals of their proposed rules can be met within the bounds of auditing mechanisms such as the criterion audit.

5.3.2 Reliance on an audit oversight ecosystem. Modeled after financial auditing, this audit framework similarly requires a network of entities working in tandem to ensure its effectiveness. This network includes various stakeholders, from auditing firms, audited entities, entities developing standards, to entities providing training and certifying practitioners. Overseeing this network requires not only lawmakers, but also regulatory bodies who have the authority to appoint independent parties, certify standards, and enforce the law. As this ecosystem is currently not fully developed, audits performed using this audit framework may yet suffer from audit quality issues. 

Policymakers face a similar challenge for the level of precision in rulemaking: if regulations are too specific, they cannot be appropriate for or adaptable to every given system; on the other hand, if too broad or general, they risk too easily passing the requirements. NYC bias audit law relies entirely on employers to self-disclose a “hyperlink to a website containing the required summary of results” [76]. See [29, 83] for an empirical investigation and discussions on the potential limitations of employer discretion within the law on achieving transparency and accountability goals.
5.3.3 Reliance on a clearly defined outcome taxonomy. In financial auditing, an audit outcome is expressed as an opinion by the auditor indicating whether the financial statements are presented fairly. There are four types of audit opinion; each one has a clear definition about the nature of the financial statements, and specifies what users should expect from the auditor in the audit report. A ‘disclaimer of opinion,’ for example, requires an auditor to explain why an opinion is withheld and to explicitly indicate that no opinion is expressed. Based on this information, the users of the audit report (e.g., shareholders) are thereby enabled to make appropriate financial decisions.

This audit framework requires a similar set of outcome taxonomies, but there is no established or widely adopted equivalent in the AI auditing industry, at least to the extent that it meaningfully enables readers of the audit report to take appropriate actions. More concerning is that some regulations do not specify the disclosure of any audit outcome at all. Such is the case for NYC bias audit law, which does not require the automated tools to even pass the audit to achieve compliance. Moreover, without established industry norms around how audits ought to be used to make informed decisions, even attempts to implement a simple pass/fail opinion on audits may run the risk of diluting the significance of such judgment and rendering it difficult to interpret for audit stakeholders.

6 CONCLUSION

In this paper, we have proposed the criterion audit framework for external compliance and assurance audits of AI systems. In the absence of standard practices for audits as proposed by emerging regulations, our approach offers an operationalizable auditing methodology aiming to provide assurance to audit stakeholders about organizations’ ability to fulfill obligations about their algorithms. We lay out the necessary conditions for an effective criterion audit: an evaluation of an algorithmic system (1) against transparency audit criteria, (2) performed by qualified professionals, (3) with partially disclosed results to the public (4) about whether it complies with the requirements of a legislative work or standard. We offer procedures to perform the engagement for auditors, and highlight their responsibilities as evaluators of evidence about AI systems and the need for specialized training. We adapt the framework to NYC bias audit law, whereby we show the audit criteria to perform the audit, and provide the rationale and illustrative examples on auditor evaluation for each audit section, and the interplay between auditors tasked with different audit sections. We conclude by examining the benefits, implementation challenges, and inherent limitations of this audit framework, in part drawing from our perspective as auditors conducting bias audits under the NYC bias audit law. Our paper provides a glimpse into how auditing for compliance and assurance can fall short in a nascent industry even when modeled after practices of a more mature one. Our discussion emphasizes the critical need for an ecosystem—comprising auditors, auditees, regulators, standard-setting bodies, certification bodies, and enforcing agencies—working in tandem to ensure high-quality compliance and assurance external audits. Finally, even when such an ecosystem matures, our proposal for auditing (and more generally, AI auditing as a practice) is only one piece in the responsible AI puzzle, and—much similar to financial auditing—is not the answer to all problems of accountability.
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A FULL AUDIT CRITERIA SET

Table 2 shows the full set of criteria including all sub-criteria for NYC bias audit law. Note that while the official Frequently Asked Questions (FAQ) by the regulators prohibits inferring demographic labels [48], our interaction with the regulators suggest an exception. During the public Q&A session and subsequent follow-ups, it came to light that inference may be considered acceptable only as *test data* but not as historical data. We therefore added specific criteria to cover this exception.
Table 2: Full set of audit criteria for NYC Local Law 144 of 2021.

<table>
<thead>
<tr>
<th>ID</th>
<th>Criterion &amp; Sub-criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.A</td>
<td>The tool analyzed for disparate impact shall be defined.</td>
</tr>
<tr>
<td>Q.B.1</td>
<td>Where the tool comprises more than one automated component, evidence shall show appropriate definition of the tool.</td>
</tr>
<tr>
<td>Q.B</td>
<td>The dataset based on which disparate impact is analyzed shall be defined and characterized.</td>
</tr>
<tr>
<td>Q.B.2</td>
<td>Where test data as defined in §5-300 [76] was used, evidence shall show:</td>
</tr>
<tr>
<td></td>
<td>(a) justification for not using historical data,</td>
</tr>
<tr>
<td></td>
<td>(b) that the sample size of historical data is not sufficiently large to perform a statistically significant disparate</td>
</tr>
<tr>
<td></td>
<td>impact analysis, and</td>
</tr>
<tr>
<td></td>
<td>(c) the methodology by which the test data was collected.</td>
</tr>
<tr>
<td>Q.B.3</td>
<td>Evidence shall show:</td>
</tr>
<tr>
<td></td>
<td>(a) that the most recent analysis was conducted less than one year prior to the start date of this audit, or after</td>
</tr>
<tr>
<td></td>
<td>a major update to the tool,</td>
</tr>
<tr>
<td></td>
<td>unless such update was more than one year prior to the start date of this audit, in which case, evidence shall show:</td>
</tr>
<tr>
<td></td>
<td>(b) justification for why such analysis is still appropriate for this audit.</td>
</tr>
<tr>
<td>Q.B.4</td>
<td>Evidence shall show that the time span of the dataset is within one year of the start date of the analysis.</td>
</tr>
<tr>
<td>Q.C</td>
<td>The demographic categories for which disparate impact can be analyzed using the dataset shall be defined.</td>
</tr>
<tr>
<td>Q.C.1</td>
<td>Evidence shall identify the demographic categories for which disparate impact can be analyzed.</td>
</tr>
<tr>
<td>Q.C.2</td>
<td>Evidence shall show that such demographic categories include at the minimum: race/ethnicity and gender.</td>
</tr>
<tr>
<td>Q.C.3</td>
<td>Evidence shall disclose the method by which demographic data was collected.</td>
</tr>
<tr>
<td>Q.C.4</td>
<td>Evidence shall identify and disclose the demographic categories that are out of scope for this analysis.</td>
</tr>
<tr>
<td>Q.C.5</td>
<td>Where demographic data were inferred, evidence shall:</td>
</tr>
<tr>
<td></td>
<td>(a) identify the method by which demographic data was inferred, and</td>
</tr>
<tr>
<td></td>
<td>(b) show justification for why the selected method of demographic inference was appropriate.</td>
</tr>
<tr>
<td>Q.D</td>
<td>Where the selection rate method is used, positive and negative outcomes of the tool shall be clearly defined as the</td>
</tr>
<tr>
<td></td>
<td>basis for selection rate.</td>
</tr>
<tr>
<td>Q.D.1</td>
<td>Evidence shall show justification for why this definition of positive outcome is appropriate.</td>
</tr>
<tr>
<td>Q.D.2</td>
<td>Where thresholding is used as a basis for positive outcome determination, evidence shall show justification for</td>
</tr>
<tr>
<td></td>
<td>why the level(s) of threshold is (are) appropriate.</td>
</tr>
<tr>
<td>Q.D.3</td>
<td>Evidence shall identify and disclose:</td>
</tr>
<tr>
<td></td>
<td>(a) all user-configurable tool settings,</td>
</tr>
<tr>
<td></td>
<td>(b) whether each setting affects positive outcomes,</td>
</tr>
<tr>
<td></td>
<td>and for all settings identified as outcome-affecting:</td>
</tr>
<tr>
<td></td>
<td>(c) their extents of user configurability,</td>
</tr>
<tr>
<td></td>
<td>(d) their default values, and</td>
</tr>
<tr>
<td></td>
<td>(e) justification for why such default values were appropriate.</td>
</tr>
<tr>
<td>Q.D.4</td>
<td>Evidence shall disclose the user-configurable tool settings and combinations of settings used for the analysis.</td>
</tr>
</tbody>
</table>
ID | Criterion & Sub-criterion
---|----------------------------------------
Q.E | A metric which corresponds to selection rate or scoring rate shall be defined.
Q.E.1 | Where the selection rate method is used, evidence shall show that the selection rate of a group is defined as the ratio of positive outcome to all outcomes for that group.
Q.E.2 | Where the scoring rate method is used, evidence shall show that the scoring rate of a group is defined as the rate at which that group receives a score from the tool above the median score of the sample.
Q.F | The ‘favored group’ and ‘disfavored groups’ shall be identified, for all demographic categories.
Q.F.1 | Evidence shall show that the favored and disfavored groups are identified based on selection rates or scoring rates.
Q.F.2 | Evidence shall show that the groups pertaining to race/ethnicity satisfy §60-3.4 B of the EEO guidelines [49].
Q.F.3 | Where the groups pertaining to race/ethnicity do not satisfy EEO guidelines, evidence shall show:
(a) justification for why such EEO grouping is not used, and
(b) the appropriateness of any substituted grouping.
Q.F.4 | Evidence shall show that the groups pertaining to gender contains at least Male and Female.
Q.F.5 | Evidence shall show that intersectional groups contain all permutations of race/ethnicity and gender groups.
Q.F.6 | Where race/ethnicity and gender groups are not known for a sample of candidates assessed by the tool, the evidence shall disclose its sample size.
Q.G | The impact ratios shall be disclosed for all disfavored groups, for all demographic categories.
Q.G.1 | Where an impact ratio for a disfavored group is below 0.8, evidence shall show justification for why the disfavored group is disadvantaged.
Q.G.2 | Evidence shall show results of uncertainty analysis (e.g., standard error for the mean) or error propagation of impact ratios in the form of absolute errors or error bars.
Q.G.3 | Where demographic data was inferred, evidence shall show that systematic errors due to demographic inference are properly propagated in impact ratio calculations.
Q.G.4 | Where a gender, race/ethnicity, or intersectional group was excluded from impact ratio calculations due to its size being below 2% of the total sample size, evidence shall show:
(a) justification for its exclusion,
(b) its sample size, and
(c) its selection rate or scoring rate.
Q.H | Where the selection rate method was used, statistical significance calculations of the difference between selection rates shall satisfy Uniform Guidelines on Employee Selection Procedures (UGESP) [50].
Q.H.1 | Evidence shall show that statistical significance is calculated using the Two Independent-Sample Binomial Z-Test for sample sizes of 30 or more, and using the Fisher’s Exact Test for sample sizes of fewer than 30.
G | Governance
G.A | The auditee shall have a party which is accountable for risks related to disparate impact.
G.A.1 | Evidence should show that the accountable party is a committee, but may also show that the accountable party is a single individual.
G.A.2 | Evidence shall clearly show that risks related to disparate impact are owned and managed by the accountable party.
<table>
<thead>
<tr>
<th>ID</th>
<th>Criterion &amp; Sub-criterion</th>
<th>Risk Assessment</th>
</tr>
</thead>
<tbody>
<tr>
<td>G.B</td>
<td>The duties of the party accountable for risks related to disparate impact shall be clearly defined.</td>
<td>R.A The auditee shall have completed a risk assessment of the tool.</td>
</tr>
<tr>
<td></td>
<td>G.B.1 Evidence shall show that such duties pertain to the ownership, management, and monitoring of risks related to disparate impact.</td>
<td>R.A.1 Evidence shall show that a risk assessment or an equivalent analysis was completed less than one year prior to the issuance date of this audit.</td>
</tr>
<tr>
<td></td>
<td>G.B.2 Evidence shall show that the accountable party has influence over product changes per effective challenge in Federal Guidance on Model Risk Management [9].</td>
<td>R.B The risk assessment shall show identification of relevant risks related to bias.</td>
</tr>
<tr>
<td></td>
<td>G.C The auditee shall provide evidence that the defined duties of the party accountable for risks related to disparate impact are carried out.</td>
<td>R.B.1 Evidence shall show the identification of risks related to various biases along all stages of the AI lifecycle, such as listed in the National Institute of Standards and Technology (NIST) Standard for Identifying and Managing Bias in Artificial Intelligence [62].</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R.B.2 Evidence shall show awareness of the parties potentially affected by the decisions made along all stages of the AI lifecycle.</td>
</tr>
<tr>
<td></td>
<td>G.C.1 Evidence shall show that the defined duties were carried out prior to the start date of this audit.</td>
<td>R.C The risk assessment shall demonstrate appropriate evaluation of relevant risks.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R.C.1 Evidence shall show that the identified risks are assessed from the perspectives of multiple affected external and internal stakeholders, with justifications for the extent of and mechanism by which such risks affect these stakeholders.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R.C.2 Evidence shall show that the identified risks are assessed:</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(a) in a sufficiently rigorous manner, using a quantitative and/or qualitative evaluation scheme, and</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(b) along multiple dimensions, such as but not limited to likelihood of harm and severity of harm.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>R.C.3 Evidence shall show justification for the provided evaluation of risks.</td>
</tr>
</tbody>
</table>