The tensions of data sharing for human rights: A modern slavery case study

Jamie Hancock  
The Alan Turing Institute  
London, United Kingdom

Sarada Mahesh  
The Alan Turing Institute  
London, United Kingdom

Jennifer Cobbe  
University of Cambridge  
Cambridge, United Kingdom

Jatinder Singh  
University of Cambridge  
Cambridge, United Kingdom

The Alan Turing Institute  
London, United Kingdom

Anjali Mazumder  
The Alan Turing Institute  
London, United Kingdom

ABSTRACT

There are calls for greater data sharing to address human rights issues. Advocates claim this will provide an evidence-base to increase transparency, improve accountability, enhance decision-making, identify abuses, and offer remedies for rights violations. However, these well-intentioned efforts have been found to sometimes enable harms against the people they seek to protect. This paper shows issues relating to fairness, accountability, or transparency (FAccT) in and around data sharing can produce such ‘ironic’ consequences. It does so using an empirical case study: efforts to tackle modern slavery and human trafficking in the UK. We draw on a qualitative analysis of expert interviews, workshops, ecosystem mapping exercises, and a desk-based review. The findings show how, in the UK, a large ecosystem of data providers, hubs, and users emerged to process and exchange data from across the country. We identify how issues including legal uncertainties, non-transparent sharing procedures, and limited accountability regarding downstream uses of data may undermine efforts to tackle modern slavery and place victims of abuses at risk of further harms. Our findings help explain why data sharing activities can have negative consequences for human rights, even within human rights initiatives. Moreover, our analysis offers a window into how FAccT principles for technology relate to the human rights implications of data sharing. Finally, we discuss why these tensions may be echoed in other areas where sensitive data is shared to achieve social goods or policy objectives.

CSCS CONCEPTS

• Applied computing → Sociology; Law; • Social and professional topics → Governmental regulations; Privacy policies; • Security and privacy → Social aspects of security and privacy; • Information systems → Data exchange.
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1 INTRODUCTION

Recent years have seen growing interest in sharing data, often across sectors, to improve decision-making, collaboration and transparency [24, 37, 83, 95, 114, 125]. Calls for data sharing within human rights work, and in similar fields such as the humanitarian sector, have followed these patterns [35, 100, 126, 127]. Advocates for sharing argue that data relevant for addressing human rights issues is often fragmented across disparate sectors, organisations, and databases. Data sharing, they believe, will increase transparency, improve accountability, enhance decision-making, identify abuses, and offer remedies for rights violations. Yet, these efforts may enable harms against those they seek to protect (e.g., [45]).

This paper examines how issues relating to fairness, accountability, or transparency (FAccT) in and around human rights data sharing can produce such ‘ironic’ consequences. We present an empirical case study: examining tensions in data sharing to address modern slavery and human trafficking (MSHT) in the United Kingdom (UK). Our analysis identifies several issues in human rights data sharing which help explain why such activities can raise additional rights concerns which run counter to the aims of those engaging in sharing. In contexts where sensitive data is shared, all involved must be aware of the pathways which can produce negative unintended outcomes. This awareness is necessary to ensure the effects of data sharing are fair, just, and equitable. It is especially important in human rights contexts, which typically feature extremely sensitive data on vulnerable communities.

1.1 Examining data sharing within human rights contexts

We explore a critical question for data sharing in human rights contexts: how and why can these activities create risks of additional,
even unanticipated, harms? This topic is important given the severe effects abuses wreak on human life and dignity, the sensitivity of the data that may be shared, and the impact that human rights practice can have on wider society. Human rights initiatives feed into social movements, cultural shifts, legal cases, and national policy decisions. Data and information technologies have "created a wealth of new opportunities as well as a variety of new risks for human rights practice" [80]. Yet there remains a need for more research that scrutinises how data is shared within human rights practice. We contribute insights into why data sharing activities within human rights practice can undermine transparency and accountability rather than promote them, potentially leading to further rights violations.

Here, we define human rights practice as activities which seek to achieve one or more of the following goals: (1) promote adherence to human rights frameworks, such as the Universal Declaration of Human Rights (UDHR) [119]; (2) prevent abuses of people’s human rights; (3) support people affected by human rights abuses.

Drawing on Gelhaar et al. [29], we analyse the data sharing relationships organisations formed as a data ecosystem: a complex socio-technical network through which case details, intelligence, and statistics flow. Actors involved in the ecosystem included victims, non-government organisations (NGOs), law enforcement agencies, and government bodies. Our results indicate an ecosystem characterised by legal uncertainties, inequalities, distrust, non-consensual data extraction, and, fundamentally, sharp power disparities – despite the altruistic aspirations of many of those involved. As such, it appears vulnerable communities were placed at heightened risk of further mistreatment including surveillance, privacy violations, discrimination, detention, deportation, and violations of the right to asylum. Ironically those with lived experience of MSHT, the people the system is intended to safeguard, were those most at risk.

Our findings are of use for human rights practitioners, researchers, policymakers, and decision-makers interested in data governance. In particular, we identify the importance of balancing the risks of sharing data versus not sharing it, as well as the tensions this balance brings about when human rights and public interests are at stake. We identify key concerns and challenges that appear to shape data sharing to address MSHT. For practitioners and researchers interested in the wider human rights sector, we outline how and why the issues raised are likely to translate to further rights violations.

1.2 Context and Case Study

To explore how and why issues of fairness, transparency, and accountability in human rights data sharing activities may create risks of additional harms, we take MSHT in the UK as an illustrative case study. Our analysis is grounded in interviews and workshops with key actors in the ecosystem, ecosystem mapping exercises, and a desk-based review. Our participants were people and organisations involved directly in generating and/or using MSHT data in the UK. We focus on these participants’ activities and perspectives as these actors were instrumental in directing data sharing on MSHT across the UK. Engaging directly with victims of MSHT or affected communities was out of scope.

1.2.1 What is ‘modern slavery’? Under international law, ‘modern slavery’ and ‘human trafficking’ (MSHT) comprise a category of human rights violations that involve the illegal exploitation of people for personal or commercial gain [19, 54]. MSHT is referenced by Article 4 of the UDHR [119]; it encompasses forced labour, coerced criminality, sexual exploitation, and human trafficking. Ending slavery is enshrined in Target 8.7 of the United Nations 2030 Sustainable Development Goals (SDGs) [120] and is a key part of the International Labour Organisation’s work [53]. A 2021 global estimate placed up to 50 million people were in MSHT at any given time [52, 129]. However, due to the "hidden" nature of MSHT, it is difficult estimate [4, 71, 122]: abusers operate in secret and observers have difficulty detecting abuses, making it challenging to determine the scale and nature of the problem. The desire for access to high-quality data to enable interventions [68, 81, 82] is often undermined by a lack of accessible, reliable data. This situation is said to leave investigators, caseworkers, and policymakers with knowledge gaps that create "intractable" challenges [68].

1.2.2 Why focus on modern slavery data sharing in the UK? Identifying and tackling MSHT is a significant challenge for policy makers, frontline agencies serving victims, and decision-makers across many sectors. Like other rights abuses, MSHT tends not to respect legal, political, social, or other structural borders. MSHT is a complex phenomenon traversing multiple policy and political spheres: human rights, humanitarian, criminal justice, immigration, commercial, public health and others. Therefore, responses to MSHT often involve partnerships and coalitions between diverse sets of actors. Data sharing by those working to tackle modern slavery in the UK provides an excellent case study for human rights data sharing as a whole. First, MSHT is a prominent human rights abuse and is the focus of a large number of rights initiatives worldwide. Second, it typifies many of the issues human rights practitioners face regarding data quality, data scarcity, working at scale, and collaborating across social or professional divides. Third, the UK has been the site of intensive efforts to tackle MSHT, particularly with the ratification of the Modern Slavery Act 2015 which requires some organisations operating in the UK to publish statements demonstrating measures to prevent MSHT in their business and supply chains [39, 116]. Data has been positioned as central to the country’s efforts, with some influential actors presenting data sharing as an important way of improving transparency and accountability,
decision-making, and the accuracy of knowledge about MSHT. Finally, these efforts have also been the subject of criticisms that data sharing carries human rights risks, including for victims of MSHT.

### 1.2.3 Terminology

We use the following terminology. 'Modern Slavery and Human Trafficking' (MSHT): the UK government uses 'modern slavery' as an umbrella term which encompasses human trafficking and slavery, servitude, and forced or compulsory labour. However, we use the acronym MSHT to emphasise the equal importance of modern slavery and human trafficking. We recognise the term ‘modern slavery’ is insensitive to the histories of chattel slavery, colonialism, and other institutions which legalised enslavement. Human trafficking is defined as an illegal criminal enterprise. ‘Victim’ is a legal term used within the criminal justice system and other legal frameworks. ‘Survivor’ is used as a term of empowerment, giving agency to victims under the law. Here we refer to people who experience MSHT primarily as ‘victims’ as reflected in the law. We use the term ‘vulnerable communities’ to recognise groups of people whose human rights may risk being unprotected, jeopardising their dignity and security. A person or group may shift in and out of vulnerability due to their context.

### 1.3 Paper overview

§2 summarises relevant literature, provides background and outlines our conceptual framework. §3 details the case study’s design. §4 presents our empirical findings, including: (1) an overview of the UK’s MSHT data ecosystem and the intended purposes behind data sharing; (2) the issues our participant engagements and desk-based review raised. §5 discusses how these findings relate to issues of fairness, accountability and transparency; how they may have contributed to additional human rights risks; and similar environments where these tensions are likely to be echoed. §6 concludes by discussing why issues surrounding FAccT in data sharing may feed tensions and have ironic consequences.

### 2 DEFINITIONS AND CONCEPTUAL FRAMEWORK

This section provides context for our conceptual approach and the relevant literature for our analysis. We introduce key concepts from Science and Technology Studies (STS), Critical Data Studies (CDS), and research on data ecosystems. We then describe how data usage and sharing have been discussed so far within a human rights context.

#### 2.1 Fairness, accountability, and transparency

Our approach to FAccT principles is grounded in perspectives from Science and Technology Studies (STS) and Critical Data Studies (CDS). Following prominent theorists from STS, such as Latour [69], Bowker and Star [10], we view data sharing as a relational and socio-technical practice (also [75]). We emphasise that FAccT regarding technology cannot be reduced to either a social or technical problem [102]. Per Selbst et al., “fairness and justice are properties of social and legal systems [...] not properties of the technical tools within” [102]. Similarly, we consider FAccT principles to be context-dependent: whether something is ‘fair’, ‘accountable’, or ‘transparent’ depends on the situation, the actors involved, and the principles which are prioritised. It is vital to ask: fairness, accountability, and transparency to whom, about what, when, and how? Answers to these questions are normative. As Lauffer et al. write regarding how ‘optimisation’ is invoked, ‘normative choices and assumptions’ are inevitable whenever such concepts are utilised [70]. All three terms revolve around power: who holds it, how should it be exercised, and how can it be held to account?

To capture the multiple meanings fairness has acquired [62, 102], our study examines fairness in three ways [102]: (1) distributions of power and resources; (2) the treatment of people within formal procedures; (3) the outcomes of those processes. By ‘formal procedures’, we refer to decision-making procedures in both organisational settings and technical systems. Fairness is highly contextual [72] and always involves a normative justification for why a situation is fair. Empirical cases of data sharing rarely fit a neat binary of ‘fair’ versus ‘unfair’: there tend to be many perspectives, needs, and interests to be balanced. Meanwhile, we adopt Boven’s concept of “accountability as a mechanism”: “an institutional relation or arrangement by which an actor can be held to account by a forum” [9, 77]). Being held to account necessitates procedures whereby actors must "justify their actions, field questions from others, and face appropriate consequences" [22]. Accountability mechanisms may be based on formal legal frameworks—such as provisions giving data subjects certain rights over their personal data—as well as technical systems [17, 18]. Finally, we draw on Turilli and Floridi’s definition of transparency as “information visibility” (original emphasis): “the possibility of accessing information, intentions or behaviours that have been intentionally revealed through a process of disclosure” [113]. It “depends on factors such as the availability of information, the conditions of its accessibility and how the information, which has been made transparent, may pragmatically or epistemically support the user’s decision-making process” [113]. Transparency is a necessary but insufficient condition for accountability in any socio-technical system: holding an actor accountable requires other actors to have accurate knowledge about that actor.

However, this does not mean that transparency is universally beneficial. Instead, we follow boyd’s argument that “transparency is not enough” [11]. Information disclosures may be implemented in ways which are misleading, distracting, or which undermine people’s rights. When pressured by transparency requirements, actors may disclose accurate information in formats which are inaccessible or even simply overwhelming for would-be users [87] – as when organisations only provide raw data logs, hide incriminating information within vast data ‘dumps’, or time data releases to minimise scrutiny [2, 6, 22, 87]. These behaviours can result in obfuscation performed in the guise of transparency, described by Heald [36] as a kind of “transparency illusion”. This can result in a “transparency paradox”, according to Stohl et al. [106]: disclosures may lead to more ‘visibility’ whilst decreasing understanding (e.g. by overwhelming a recipient). Moreover, as Edwards and Veale write, “the difficulty in finding ‘meaningful’ explanations” for complex technical systems such as machine learning tools mean that “transparency [...] may be a non-fruitful path to take” to achieve a “solution to algorithmic concerns such as unfairness and discrimination” [22]. Trade-offs may also be made between ensuring transparency and protecting people’s rights to privacy and related
concerns [34, 104, 132]. Hence, transparency is not a cure-all for injustice and inequity [22].

2.2 Data sharing and data ecosystems

We use the European Commission’s definition of data sharing: “the collection of practices, technology, cultural elements and legal frameworks that are relevant to transactions in any kind of information digitally” [23]. Here, “data sharing practices” refer to “legal, technical or […] professional procedures that are observable in the space of data sharing” [24, 29, 31, 32, 56, 90]. Data sharing is often conceptualised as occurring within ‘data ecosystems’: ‘networks composed of autonomous actors that directly or indirectly consume, produce or provide data and other related resources’ [90].

To date, research in data governance has paid particular attention to how data sharing can be improved via legal and technical designs (e.g., [20, 67, 78, 131]). This work has found data sharing to be an integral component of contemporary data economies and infrastructures. It is an essential practice within domains as disparate as digital advertising [7, 18, 92], national security [63, 74], public policy [8, 114], healthcare [8, 103], and academia [59, 128]. Researchers have studied fields adjacent to human rights, such as on data sharing by humanitarian organisations (e.g., [28, 61, 66, 133]). But whilst these studies provide insights into how data sharing occurs in environments similar to human rights practice, or where human rights are at stake, such topics should not be conflated with research on data sharing in human rights practice per se. More work is needed that critically examines how data sharing occurs within human rights initiatives.

3 STUDY DESIGN

Our study sought to understand the legal, technical and socio-cultural issues affecting data sharing in a human rights context, with a specific focus on MSHT in the UK. We use the UK’s MSHT data ecosystem as a case study to explore how issues of fairness, accountability, and transparency in and around human rights data sharing can have further rights implications. We used four data collection methods: a desk-based review, an ecosystem mapping exercise, and semi-structured interviews and workshops with key actors. Our participants were people and organisations involved directly in gathering and sharing data related to MSHT in the UK.

We first conducted a desk-based review of existing literature on data sharing, data practices within human rights environments, and initiatives to tackle MSHT in the UK. This included an examination of the relevant laws, policies, and guidance by UK authorities. Then, between 2021 and 2022, we conducted sessions with key actors addressing MSHT identified in the UK ecosystem under the Chatham House Rule. These sessions consisted of workshops (3 workshops; N = 16) and semi-structured interviews (N = 37). The interviews were useful for elucidating participants’ perspectives on their work and the challenges they experienced around data sharing [12]. The workshops provided feedback at different stages of the study and allowed participants to interact amongst themselves [60, 84].

Participants were recruited via three non-probability sampling strategies: convenience, purposive, and snowball sampling [94, 101]. Convenience sampling—i.e., using existing contacts in the field [26]—allowed us to use prior research relationships and connections as entry points [109]. Snowball sampling enabled us to leverage participants’ knowledge of their own networks [91, 94]: by expanding the sample pool using interviewees’ recommendations, we followed the social ties spanning the sharing ecosystem. Our sample is not statistically representative of the actors tackling MSHT in the UK; instead, it captures the views of prominent figures in this ecosystem (Table 1). All participants provided informed consent in accordance with our institute’s ethics review process. Their names and details have been anonymised (Table 2).

The interview and workshop transcripts were coded using thematic analysis [5, 16] and discourse analysis [111]. These methods were selected to identify: (1) common topics and views shared by participants; (2) the discourses they invoked. Thematic coding is based on annotating and categorising qualitative data according to thematic ‘codes’ [110, 130]. Discourse analysis, meanwhile, examines how language is used to construct meaning and mould social reality [111]. Multiple team members reviewed our analyses independently to check for intercoder reliability [5]. Our final results are presented in §4. The workshops also included an ecosystem mapping exercise wherein participants recounted the data sharing relationships they knew of. Our approach to data ecosystem

<table>
<thead>
<tr>
<th>Type</th>
<th>Examples</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-profit sector</td>
<td>Front line service providers</td>
<td>11</td>
</tr>
<tr>
<td>Law enforcement</td>
<td>Police forces, central agencies</td>
<td>10</td>
</tr>
<tr>
<td>Private sector</td>
<td>Civil servants, local government</td>
<td>7</td>
</tr>
<tr>
<td>Private sector</td>
<td>Manufacturers, consultancies</td>
<td>6</td>
</tr>
<tr>
<td>Research</td>
<td>Academics, independent researchers</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>37</td>
</tr>
</tbody>
</table>

Table 1: Breakdown of interviewee sectors and counts

<table>
<thead>
<tr>
<th>Name</th>
<th>Sector</th>
<th>Organisation type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant 1</td>
<td>Private sector</td>
<td>Consultancy</td>
</tr>
<tr>
<td>Participant 2</td>
<td>Private sector</td>
<td>Research</td>
</tr>
<tr>
<td>Participant 3</td>
<td>Private sector</td>
<td>Independent contractor</td>
</tr>
<tr>
<td>Participant 4</td>
<td>NGO</td>
<td>Research</td>
</tr>
<tr>
<td>Participant 5, 6</td>
<td>NGO</td>
<td>Research</td>
</tr>
<tr>
<td>(group interview)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant 7</td>
<td>NGO</td>
<td>Frontline service provider</td>
</tr>
<tr>
<td>Participant 8</td>
<td>NGO</td>
<td>Frontline service provider</td>
</tr>
<tr>
<td>Participant 9</td>
<td>NGO</td>
<td>Frontline service provider</td>
</tr>
<tr>
<td>Participant 10</td>
<td>Law enforcement</td>
<td>Police</td>
</tr>
<tr>
<td>Participant 11</td>
<td>Law enforcement</td>
<td>Police</td>
</tr>
<tr>
<td>Participant 12</td>
<td>Law enforcement</td>
<td>Police</td>
</tr>
<tr>
<td>Participant 13</td>
<td>Law enforcement</td>
<td>Central agency</td>
</tr>
<tr>
<td>Participant 14</td>
<td>Public sector</td>
<td>Health care</td>
</tr>
<tr>
<td>Participant 15</td>
<td>Public sector</td>
<td>Government department</td>
</tr>
<tr>
<td>Participant 16</td>
<td>Public sector</td>
<td>Government department</td>
</tr>
<tr>
<td>Participant 17</td>
<td>Public sector</td>
<td>Government department</td>
</tr>
<tr>
<td>Participant 18, 19, 20</td>
<td>Public sector</td>
<td>Government department</td>
</tr>
<tr>
<td>(group interview)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Codenames and details for quoted participants


We now summarise our findings. After mapping the MSHT data ecosystem, Jaspersen and Stein [57], and others [79, 88, 124]: (1) attendees described the actors and data sharing relationships they were aware of; (2) attendees collaborated to produce a map based on these recollections, which gave them an opportunity to further discuss their perspective; (3) we followed up with post-workshop and post-interview survey to elicit final responses; and (4) we contributed data sharing relationships found through our desk-based review. Figure 1 visualises the complete set of descriptions of relationships identified.

4 CASE STUDY: DATA SHARING IN THE UK’S MODERN SLAVERY ECOSYSTEM

We now summarise our findings. After mapping the MSHT data ecosystem and outlining the goals behind its creation, we examine the main themes raised: law issues, technical systems, procedures, downstream governance, and distrust.

4.1 The UK’s Modern Slavery and Human Trafficking data ecosystem

Data relating to MSHT in the UK was gathered within a complex ecosystem formed from many kinds of sharing relationships. From interviews and organisations’ public modern slavery statements, we identified data sharing parties in the following sectors: non-profit NGOs, businesses, public services, police forces, and government departments. Key actors included the Home Office—the UK’s lead government department responsible for immigration and passports, crime and policing, fire, and counter-terrorism [42]—and NGOs such as The Salvation Army. These held central positions in the MSHT data ecosystem and acted as ‘hubs’ managing dataflows between other actors. The prominence of such was a direct result of policymaking. The National Referral Mechanism for Modern Slavery and Human trafficking (NRM) is a UK-wide framework (and data system) for identifying and referring potential victims of MSHT and ensuring they receive the appropriate support [43]; it is a unit within the Home Office that is responsible for integrating and storing data and producing statistics from statutory and non-statutory first responders across the UK, including police forces, border force, local government, helplines and support services run by NGOs [21]. The Salvation Army, at the time of this study, held the contract for managing the support to identified victims. Actors on the ecosystem’s periphery—i.e., ones which only engaged in sharing to a limited extent and/or interacted with comparatively few other actors—include small NGOs, local government services, businesses, and companies providing data analysis products (e.g. IBM [112]).

Many different sources and types of data were processed, analysed, shared, and repackaged for further use within the ecosystem. They included: victim testimonies; witness reports; calls to helplines; public tips/offs; inspections; financial records; and, occasionally, from social media. Victims of MSHT and the general public appeared to be the most common initial sources for data. Such data would enter into the ecosystem via a set of ‘front-line’ actors such as victim testimonies; witness reports; calls to helplines; public tips/offs; inspections; financial records; and, occasionally, from social media. Victims of MSHT and the general public appeared to be the most common initial sources for data. Such data would enter into the ecosystem via a set of ‘front-line’ actors such as...
as service providers and police forces, as well as businesses. From there, it passed through a series of mediating hubs like the NRM, which collated, processed, and aggregated data for downstream use. At the end of the chain of exchanges, data tended be acquired by a small group of core organisations (e.g., the Home Office).

Figure 1 visualises the MSHT data ecosystem. Actors are colour-coded according to their sectors. Connections represent established exchange relationships, through which the actors provided raw data, statistics, datasets, metadata, verified intelligence, or other relevant material. Arrows point in the direction data travels from one actor to the other, in the colour of the sending party. Actors towards the middle have more connections (both sharing and receiving) and are therefore presented as more central. For an interactive version of the map see here.

The desk-based review and engagement activities indicated the ecosystem was governed by a complicated network of legal infrastructures, contracts, and sharing agreements, in which the Modern Slavery Act 2015 was pivotal. Organisations subject to the Act were required to publish an annual ‘Modern Slavery Statement’ (MSS) demonstrating the measures being taken to prevent MSHT in their businesses and supply chains to a government registry [40, 44, 116]. These disclosures were established to design transparency, encourage preventative approaches, and assist the criminal justice system in targeting perpetrators and protecting victims. Other legal and policy structures undergirding the ecosystem included: the UK’s data protection law, the UK GDPR [118] and Data Protection Act (DPA) 2018 [117]; Freedom of Information requests (FOIs) submitted under the Freedom of Information Act 2000 [49, 115]; guidelines from the Information Commissioner’s Office (ICO) [48]; and specific data sharing agreements (DSAs) between parties (see [50]; e.g., [55]).

Together, the evidence indicated that MSHT data sharing relationships formed a large, heterogenous network governed by a sizeable but hard-to-determine number of rules. It was internally fragmented into smaller clusters based on sectors and groups of actors that performed similar roles. The ecosystem is best understood as a decentralised data supply network—the networked, non-linear equivalent of a data supply chain [18]—structured hierarchically into a small set of core actors and many peripheral sub-networks. This structure is consistent with the findings of other studies on data sharing ecosystems (e.g., [29, 30]). It seems reflective of the diverse array of sectors and actors that tend to be involved in human rights initiatives, as well as the power differentials that often lie between them.

4.2 Goals and intended purposes for data sharing

It is helpful to understand the aims behind MSHT data ecosystem’s creation. Though components of the ecosystem existed beforehand, the UK Modern Slavery Act 2015 was a foundational piece of legislation, establishing many core mechanisms of MSHT data exchange (e.g. Modern Slavery Statements; Home Office data supply contracts). The Home Office stated the Act was intended to “give law enforcement the tools to fight modern slavery, ensure perpetrators can receive suitably severe punishments for these appalling crimes and enhance support and protection for victims” [116]. Equivalent language exists in the UK Government’s guidance for the NRM: the system exists to help “identify[y] and refere[r] potential victims of modern slavery and ensure[e] they receive the appropriate support” [43].

Such statements indicate three primary aims behind the data sharing infrastructure: (1) to enhance the identification and prosecution of cases of MSHT; (2) to support victims and communities affected by MSHT; and (3) to track the rates and distribution of MSHT across the UK. The Government’s statements convey the moral gravity of MSHT, emphasising the vulnerability of “potential victims”, and present data (and data sharing) as a means to meet policy aims.

Many participants echoed the moralised and victim-centred aspects of official discourse. For P4, it was “morally […] right that we share because there are people at risk”. P10, a law enforcement officer, said people working to tackle MSHT “owe[d] it” to “victims” of MSHT to share and use the data available to the fullest extent. Similarly, P2, a private sector consultant, saw data sharing as a way to prevent “repeated victimisation”: by circulating detailed data about a case, practitioners would remove the need for victims to recount their stories multiple times. P3, an independent private sector consultant, believed that without such a “joined up” approach, there was a risk people would “fall through the gaps”. One civil servant (P15) claimed the “information” needed was “there, but there [was] an accessibility problem”. Meanwhile P7, from an NGO, saw data sharing as critical for understanding people’s journey through the exploitation cycle and justice system, as no one organisation held the data. P7 believed data sharing could provide this overview, improve transparency, and enable better interventions. They said the field “still d[idn’t] know how much modern slavery exists, where, or why”; without data sharing, the field was “stabbing in the dark operationally [and] at a strategic level”.

Overall, participants articulated moral and ethical imperatives to data sharing to help prevent injustice, enable accountability and transparency, and ensure fairer outcomes for those harmed by MSHT. These positive intentions are significant insofar as they were in tension with participants’ concerns about how data sharing occurred in practice.

4.3 Legal issues: misconceptions, differing interpretations, limited knowledge

The law was perceived as particularly salient for data sharing, both as a source of risk and a means to reduce it. Legal frameworks—particularly data protection laws—were presented as both enabling and preventing data sharing, even when participants perceived such sharing as beneficial to victims, service delivery and improving decision-making. P15, who worked in the public sector, typified this sentiment by depicting the legal landscape as akin to a minefield: uncertain, dangerous, and requiring careful navigation. P15 claimed the “vast majority” of barriers to data sharing related to legal concerns. Ensuring legal compliance was described as a “genuine barrier” to sharing because it consumed time and resources. P17, a government employee, explained legal practices constrained sharing even within the government themselves, and considered the situation to be unfit for the department’s needs. In the non-profit sector, P8 said, stipulations in contracts could create “constrictions
around what [organisations could] share”. Such comments were broadly representative of how participants tended to perceive and present legal issues as obstacles preventing sharing.

However, most participants also acknowledged that UK data protection law was not well understood by those with whom they interacted. For example, P7, a prominent figure in the non-profit sector, told us that “the majority” of people in his field were “not experts” in data protection. Participants expressed uncertainty about which legal frameworks applied to them, especially regarding who held responsibility for data and when. The UK Information Commissioner’s Office (ICO) provides precise guidance on how to share data whilst complying with the law, writing that “data protection law is an enabler for fair and proportionate data sharing”. In fact, many of the legal issues raised, particularly around data protection and data sharing, seemed to derive not restrictions or limits of the law – but rather from a lack of understanding of the law and provisions for data sharing. These perceptions may have manifested due to administrative constraints or concerns, or how particular laws and guidance were being operationalised within organisations. Overall, it appears actors’ and participants perceptions about the law had led them to withhold information and data from one another in the name of legal compliance, feeding an impression that the ecosystem was opaque as a whole.

Meanwhile, victims and affected communities were in a precarious position when it came to the legal protection of their data rights. These communities faced systemic “challenges in accessing legal advice” due to a lack of legal aid funding, limited awareness of their rights, and constrained practical access to aid [27]. Furthermore, it appeared that the opacity of the data supply chain had increased concerns about data’s provenance, lineage, and potential misuse (see [18]). We suggest the complexity of the MSHT data ecosystem’s legal governance may make respecting data rights worse. The intricacy of ecosystem’s legislation, guidance, policy, and contracts would likely compound barriers to accessing legal redress, making it difficult for victims to exercise their data rights. Because decision-making processes about whether to forward on case data were opaque, it appeared extremely difficult to pinpoint responsibility in the circumstance that third party data usage had put people at risk. Such a situation would make it very hard for people to withdraw consent for sharing and retake control of their data. Further, due to policy objectives and exemptions in data protection law, data could be shared in ways that could leave victims personal details and facts about MSHT and other human rights abuses may incorporate highly sensitive information, such as victims personal details and facts about ongoing criminal investigations. Under both UK data protection law and the principle of the right to privacy (UDHR Article 12 [119]; also [46, 121]), handling MSHT case data usually necessitates strict safeguards for privacy and security, although legal exemptions (e.g. for security or law enforcement reasons) and policy objectives could mean such information was more readily shared. While aggregate or anonymised MSHT data may not have been as sensitive, the nature of the subject matter meant a level of caution was still needed to protect victims.

Concerns about a lack of understanding in the ecosystem’s data generating process in some hubs such as the NRM, resulting in biased interpretations. One workshop attendee illustrated the issue by claiming data on Romanian victims may have been over-represented, as significant resources and expertise had been directed specifically at tracking Romanian cases. The hidden nature of MSHT may then be compounded by a disproportionate picture of different typologies, rates and source country of victims, skewing interventions and policies, reinforcing bias, and leading to downstream misuse. We note here that recent immigrants and other communities most affected by MSHT are already more surveilled and policed compared to the general population [86], which could lead to further over-representation of their information in datasets on MSHT.

4.5 Operational and Procedural Issues: Informal and insecure data handling practices

Participants also expressed concerns that best practices when handling data were not being followed. Disaggregated data on cases of MSHT and other human rights abuses may incorporate highly sensitive information, such as victims personal details and facts about ongoing criminal investigations. Under both UK data protection law and the principle of the right to privacy (UDHR Article 12 [119]; also [46, 121]), handling MSHT case data usually necessitates strict safeguards for privacy and security, although legal exemptions (e.g. for security or law enforcement reasons) and policy objectives could mean such information was more readily shared. While aggregate or anonymised MSHT data may not have been as sensitive, the nature of the subject matter meant a level of caution was still needed to protect victims.

We heard accusations that actors in the ecosystem were not following good data protection, privacy, and security standards. The non-profit and law enforcement sectors were raised specifically as
sectors where this was prevalent. P3 claimed the "handling, management, and use of case data to support survivors" was "immature" in the non-profit sector, leading to "ad hoc spreadsheets and thrown together systems". As a result, P7, from an NGO, responded stating that they made data protection and security a priority; however, this was very difficult as there needs to be "sufficient funding" to ensure this, as well as "sufficient safeguards and understanding" around the correct ways to "aggregate and anonymise" the data. Another consultant expressed concern about the lack of "safeguards" involved in such practices: "absolutely no way, I'm not sharing anything in an Excel spreadsheet" (P1). Meanwhile a public sector worker (P19) suggested that sharing within law enforcement could "be quite informal". These claims painted an overall image where a significant volume of potentially sensitive data was being exchanged in informal and, at worst, insecure ways. They imply a lack of standardisation, clarity, or adherence to best practices across certain sectors of the ecosystem. Given the nature of this data, the consequences of a data breach due to substandard data handling could be devastating.

4.6 Downstream risks from sharing: data reuse and misuse

It appears concerns about legal matters, data protection, inaccurate data, and the behaviour of other parties had contributed to a pervasive atmosphere of risk. This perception was directed primarily at parties who were downstream in the data supply chain: there was a common perception that sharing data was risky because of the ways it could be (mis)used once it had been passed on. The most prominent risk came from data reuse – where data is gathered and/or consent of the person who provided the data.

Participants from frontline agencies argued that downstream sharing was neither transparent nor accountable – and, therefore, was a source of risk for data subjects. They suggested the further away a data subject’s data travelled from them, the less clear it became on how it was being used and how to prevent misuses (see e.g. [18, 105]). These issues of data provenance and lineage were echoed primarily by NGOs—often the data stewards and gateway for many victims of MSHT reporting—who purported a lack of control. P1 expressed concern that such opacity and the risk of data repurposing could have a chilling effect on the victim engagement: "If someone shares data and somebody else acts on it in a way that’s detrimental, a person may not share data again".

In 2018, two NGOs lodged an official complaint which alleged "police share the data of victims and witnesses of [modern slavery] crimes with the Home Office for immigration enforcement purposes" [73]. His Majesty’s Inspectorate of Constabulary and Fire and Rescue Services (HMICFRS)—the government body responsible for police accountability—found evidence supporting that the information passed to immigration officials may be "enabling offenders and abusers" who "use police involvement as a threat to their victims". "Victims are denied justice, while offenders go unpunished and remain a threat to the public" [38]. Whilst the HMICFRS’ report called for a "firewall" between the government’s MSHT data systems and its immigration infrastructure [38], the Home Office declined to make these changes [41].

We also heard concerns about the potential for supposedly anonymised data to be de-anonymised once it was shared with another party. While the majority of organisations represented in our study were said to anonymise the data they shared, this was not a guaranteed way to protect privacy and security. As P9 put it, "you can put lots of individually anonymous data together and if somebody has sufficient local knowledge, they might be able to put the pieces together and identify somebody." P9’s comment is consistent with research on re-identification via data linkage from multiple anonymised or synthetic datasets. Many studies have shown how an actor may triangulate multiple datasets to re-identify individuals [1, 58, 85, 97]. In the case of MSHT, the ability to re-identify would be held disproportionately by the most central actors in the ecosystem (e.g., government departments, police forces, and prominent NGOs), as well as organised crime networks.

4.7 Distrust and suspicion

The cumulative consequence of the concerns presented was an atmosphere of distrust. At least three participants from three sectors said powerful organisations and technical systems could be a "black hole" to outsiders: actors sucking in data whilst offering no transparency or value in return. These actors or agencies could leverage their central positions in the ecosystem to hoard data for their own uses, whilst denying the opportunity for accountability, reciprocity, or fairness. The Home Office was the most frequent subject of such accusations. P15 claimed this problem was most severe for victims and other more marginal communities, resulting in "the level of reporting from individuals [was] very low".

Suspicion appeared particularly acute across sectoral divides. Participants often appeared to assume negative intentions in those from outside their sector. Members of the public sector, for example, articulated hesitancy to provide information to journalists and NGOs, whom they deemed as "having a particular agenda" in their data requests (P13). This "agenda" was implied to be hostile towards the participant’s department – or, at least, to undermine their public policy aims. "You’re not going to give a journalist [a] free range of data". Another civil servant alleged that NGOs would sometimes "exaggerate the threat" the government posed to survivors of MSHT so they could "demonstrate their value" (P19). Consultants in the non-profit sector made similar remarks about law enforcement and immigration agencies: when discussing the Border Force, P1 argued the agency’s "goals and targets make exploitation more likely." Comments like these indicate the degree to which actors across the ecosystem lacked trust in one another’s motives, capabilities, and actions. We suggest they expose a critical issue: the ecosystem posed fundamental challenges for fairness, accountability, and transparency.

5 DISCUSSION

We now draw on our results to examine the wider significance of the issues in the MSHT data ecosystem in relation to FAccT principles, and the additional factors that may lead to further rights violations when data is shared within human rights contexts. These include barriers preventing victims from accessing legal remedies, privacy violations, and data misuses that lead to serious individual and policy harms. We argue our case exemplifies tensions for fairness,
transparency and accountability which might arise in other similar data sharing environments.

### 5.1 Transparency

The UK MSHT data ecosystem has significant transparency issues. Opacity was prevalent in many areas: which actors participated in data sharing; what was shared; the specific paths data could take through the ecosystem; how it was processed; what it was used for; if and how it was repurposed or re-shared; and more. Participants expressed frequent frustration about their lack of knowledge about data held by other actors, many of whom they were only connected to via intermediaries. The issue was epitomised by the figure of the "black hole": an actor or system into which data seemed to simply disappear. This metaphor recalls Cobbe et al.'s concept of the "accountability horizon" in data supply chains, defined as "the point beyond which an actor cannot "see" within the chain of data exchanges [18]. The situation is ironic considering one of the aims of the Modern Slavery Act 2015 is to promote transparency. Opacity about the ecosystem’s activities had contributed to widespread distrust and, in turn, may have had a chilling effect on data sharing, thereby potentially limiting insights into MSHT itself. We contend this scenario highlights a fundamental challenge for transparency in data ecosystems: as sharing networks scale, it may be increasingly difficult to identify all third parties who receive data downstream, receive transparency disclosures, or establish trust. This problem is liable to grow in proportion to the length and complexity of an ecosystem’s data supply chains.

Transparency over the practices of sharing data—a kind of operational or procedural transparency [3, 13, 107]—is vital for embedding trust and accountability within human rights data sharing ecosystems. We take operational transparency to encompass disclosures about what kinds of data have been collected, where it has travelled, if it has been duplicated, and how it is used. Nonetheless, operational transparency is not appropriate as a blanket approach. Indeed, disaggregated case data relating to ongoing criminal investigations was exempt from requests under the UK’s Freedom of Information Act [51, 115]. This illustrates the importance of managing competing interests and forms of public good when transparency requirements are designed. Moreover, to avoid creating the illusion of transparency [22, 36], disclosures need to be accessible and manageable for their recipients [87]. Given the ecosystem’s size, there is a risk victims and advocates could be overwhelmed by disclosures—ironically reducing transparency.

More generally, transparency is a contextual good which must be balanced with other factors including rights to privacy and security from harm. There are compelling arguments for why sensitive personal data about people involved in and/or affected by crimes or human rights violations should not be made public (see [11]), including the possibility of re-targeting by abusers or vigilantes, particularly as this data may be combined with other data, risking re-identification. Further, there are circumstances where people may be simultaneously considered as ‘victims’ and criminal ‘perpetrators’ within cycles of victimisation [25, 98] due to illegal activities they were forced to commit (including illegal migration). Any disclosure of their details could therefore risk their re-criminalisation or otherwise create further legal jeopardy. Finally, as discussed above, there is a danger that overly general calls for insights into MSHT through data without good governance practices will enable an expansion of mass data collection which aggravates surveillance creep.

### 5.2 Accountability

Without adequate transparency around data sharing activities, it becomes harder to hold people and organisations to account for failures or mistreatment [18]. For instance, whilst the sharing of information on victims of MSHT between police and immigration enforcement was legal (and expected), it may have led to vulnerable people being denied access to safeguarding services or being deported to circumstances of further harm. These situations threaten victims’ rights to effective remedies and non-refoulement.

Oversight and accountability mechanisms are vital for ensuring that the systems used to gather and share MSHT data do not undergo further function creep. Efforts to tackle modern slavery could drift towards datafied surveillance (‘dataveillance’; [15, 123]) and what Birchall terms ‘shareveillance’: “a state in which we are always already sharing” [7]. Thanks to the ubiquity, automaticity—and often invisibility—of data sharing, Birchall argues, would-be surveillants benefit immensely as they combine data received from nebulous sources.

Accountability mechanisms could help counterbalance the disparities in power and resources observed across the data ecosystem. The forms accountability takes between an NGO and a government department within a contract to provide data processing services, for instance, will be substantively different when compared to the NGO’s relationship with affected communities and responsible for stewarding their data. This is made more difficult through the opacity of the data supply chain. The most vulnerable and powerless, such as victims of MSHT, must be able to access accountability mechanisms—particularly as it relates to data.

### 5.3 Fairness

Issues with transparency and accountability in data sharing may combine to produce a problematic environment for establishing fairness. Unfairness may manifest in multiple ways: unequal distributions of power and resources; the differential (mis)treatment of people by the ecosystem’s processes and outcomes; in imbalances in who could generate, gather, control, process, or use data; and via inequities in how data was handled, exchanged, or ultimately used. In such a complex, moralised environment, fairness—whether process versus outcome, or individual versus group—is unlikely to be applied uniformly. It could appear a sharing situation emerges as simultaneously fair and unfair depending on the definition and context. Questions of fairness to whom, for what purpose, and at what scale must be asked.

For MSHT, the collection and sharing of data could misrepresent the nature and distribution of cases, negatively affecting decision-making. This can have discriminatory effects on victims and other vulnerable communities. Unrepresentative data poses a serious threat when datasets are layered, triangulated, and used in wider systems, and problems may arise, for example, should reporting and case data be used to train machine learning systems. If used to guide interventions like predictive policing systems, this may reinforce
unfair and discriminatory outcomes for marginalised communities [76, 96]. Flawed interpretation of the data may have political consequences: MSHT in the UK has been a point of national political contention in recent years, with government ministers alleging that claims for safeguarding are often fraudulent attempts to avoid being deported for immigration offences [33, 93, 108]. Such arguments can stem from (mis-)interpretations of statistics about MSHT derived from the MSHT data ecosystem. Allegations of widespread fraud in the system have been challenged vigorously and are not supported by the government’s own data [47].

Questions of distributional fairness should also be posed at meso (i.e., organisational) and macro (i.e., societal) scales. On an organisational level, participants from NGOs expressed frustration at what they perceived to be opaque and unfair relationships between civil society groups and government bodies. At a societal scale, data gathering intended to help tackle MSHT may encourage shareveillance and segue into dataveillance.

### 5.4 Similarities to other data sharing contexts

MHST illustrates how using data to address human rights issues risks contributing to additional human rights violations, particularly when dealing with sensitive data and tensions with other policy objectives. The challenges we identified in the MSHT data ecosystem may also appear in comparable environments, such as humanitarian, public health and public safety settings. We suggest there are three features which make such replication likely: (1) risks of individual and group level harms (e.g. discrimination, re-targeting or victimisation); (2) the complex data supply chains that cross sectors and borders; and (3) situations where legal and policy instruments limit access to data protection rights. These issues are likely to be exacerbated when the primary sources and subjects of the data being handled are victims of human rights violations. Such people can be highly vulnerable if their data is misused, if they lack oversight over their data, or if mechanisms for remedy are opaque and inaccessible.

For example, MSHT data sharing echoes examples of data protection incidents in humanitarian settings. In 2021, Human Rights Watch reported that the United Nations High Commission for Refugees (UNHCR)—which is mandated to aid refugees, forcibly displaced communities, and stateless people—shared sensitive personal data on refugees from Myanmar’s Rohingya ethnic minority who sought refuge in Bangladesh with the Bangladeshi government. In turn, Bangladesh passed it to the government of Myanmar – the very state that people were seeking refuge from [45]. These cases share several characteristics: they involve actors handling sensitive personal data on potential victims of rights violations; they occur in complex environments where many organisations operate from many sectors; and they centre on the role of state actors, which may exercise sovereign power to request data and/or withhold it.

Moreover, our case study illustrates how issues with FaCCr principles can emerge as data ecosystems increase in size, order, and complexity. Take transparency: as actors and relationships grow in a given ecosystem, it becomes harder to accurately describe the ecosystem as a whole. Any actor seeking an accurate overview of the ecosystem will therefore require an increasing amount of information. If the ecosystem grows in a decentralised manner, it is likely it will become more laborious to identify data holders and trace data flows [92]. Moreover, it is plausible powerful actors could leverage their position to control information flows to their benefit by constraining transparency [14]. These issues of scale and complexity have similar implications for accountability. As a data sharing network grows in size and complexity, whether the overall ecosystem or any of its constituent relationships is ‘fair’ or responsible becomes increasingly difficult to ascertain. Consequently, diverse and complex data ecosystems are likely to feature a multitude of moral/ethical constituencies with competing interests and perspectives, thereby exacerbating fairness challenges.

<table>
<thead>
<tr>
<th>Key takeaways</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of operational transparency about data sharing operations risks undermining data subjects’ rights</td>
</tr>
<tr>
<td>Complexity and scale of data ecosystem makes transparency more difficult to establish</td>
</tr>
<tr>
<td>Transparency must be balanced against privacy and other rights</td>
</tr>
<tr>
<td>Few effective mechanisms for accountability or for the most marginalised to seek redress</td>
</tr>
<tr>
<td>Danger of drift towards surveillance/shareveillance</td>
</tr>
<tr>
<td>Many interacting parties and goals mean it may be difficult to decide on a ‘one-size-fits-all’ approach to fairness</td>
</tr>
<tr>
<td>Risk of data sharing contributing to further discrimination and harms against vulnerable communities (e.g. survivors)</td>
</tr>
<tr>
<td>These issues are likely to be repeated in other cases of human rights data sharing</td>
</tr>
</tbody>
</table>

### Table 3: Summary of key takeaways

### 6 CONCLUSION

Well-intentioned attempts to share data within human rights initiatives can enable harms against the very people they seek to protect. Efforts to challenge MSHT in the UK provide an instructive example of how this can occur. In the span of just under two decades, a complex ecosystem of data providers and users had emerged. The system’s stated aims were to better identify cases, increase prosecutions of perpetrators, improve support for victims, and enhance the country’s overall understanding of MSHT. Yet issues ranging from confusion about the law to allegedly insecure data practices appeared to have undermined such goals. As a consequence, vulnerable people interacting with the ecosystem—victims of MSHT and their communities—may have been exposed to further harm.

Our case demonstrates how a lack of fairness, accountability, and transparency in data sharing can constitute a human rights issue in their own right. Inadequate transparency over data sharing may impede effective remedies, social rights, protections, and access to public services. Such issues are especially acute as data travels further away from the control of its original holder or provider.
If actors and/or systems downstream are not trustworthy, gaps in accountability or transparency also raise concerns regarding privacy and cyber-security vulnerabilities.

Ensuring that data sharing is genuinely beneficial demands an awareness of why negative human rights consequences can emerge and how they can be mitigated. This is especially true if the reason for sharing data is to promote and respect human rights. All those involved in data sharing—whether as system designers, data providers, or recipients—must be cognisant of the how these practices may put human rights at risk. Yet, the contextual nuances of specific data sharing relationships and mechanisms within human rights data ecosystems may pose a fundamental challenge to ‘one-size-fits-all’ approach to fairness, accountability, and transparency in technology. We therefore advocate for more scrutiny of the role played by (un)fairness, (un)accountability, and (non-)transparency in data sharing for human rights—within human rights contexts and beyond.

RESEARCHER POSITIONALITY STATEMENT

We are a diverse, multi-disciplinary research team that hold multiple positions as researchers based at prominent UK research institutions confer us a high degree of privilege compared to those most impacted by the subject of our work—namely, victims of MSHT and other affected communities.

We did not engage directly with people with lived experience of MSHT. Our study focused on the practices and perspectives of diverse actors in the MSHT data sharing ecosystem: the data stewards and receivers of highly sensitive data regarding victims of MSHT. We also did not ask participants to share victims of MSHT’s views. Whilst many of the participants are from frontline agencies engaging directly with victims of MSHT, further study is needed to document how those with lived experiences perceive data sharing practices.

We do not engage directly with research participants from frontline agencies in the MSHT data sharing ecosystem, which most people (i.e. victims of MSHT) interacting with the ecosystem would lack. By applying a rigorous, standardised qualitative analysis methodology, we have endeavoured to ensure our analysis is not weighted unfairly towards any set of participants.
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