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Figure 1: We developed a novel method – the “AI Failure Cards” – to understand and support grassroots efforts to mitigate
AI failures in the context of a locally deployed predictive housing allocation algorithm. We use three artifacts to scaffold the
elicitation process: the Onboarding Cards, the Failure Cards, and theMitigation Cards. Here, we present one example of the
Failure Card on “target-construct mismatch (problematic proxies),” which captures and presents one of the common failures of
predictive AI via comicboarding, accompanied by an elicitation question. We used an alternative layout in our workshops(see
Appendix).

ABSTRACT
AI-based decision support tools have been used in a wide range
of high-stakes settings. However, many of them have failed. Past
literature in FAccT contributes important insights into how to de-
tect and mitigate AI failures from a technical perspective. Recently,
there are growing calls to understand AI failures as socio-technical
and to support community-centered, grassroots-based mitigations
to AI failures, in addition to top-down approaches. In this paper,
we present AI Failure Cards, a novel method for both improving
communities’ understanding of AI failures and for eliciting their
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current practices and desired strategies for mitigation, with a goal
to better support those efforts in the future. Through a series of
workshops with unhoused individuals, frontline workers and ser-
vice providers, as well as local policy advocates, we conducted an
empirical investigation of our method in the context of a locally de-
ployed predictive housing allocation algorithm. Our results suggest
that the use of the method helped impacted communities better
understand these AI failures. It also surfaced a wide range of exist-
ing grassroots practices and desired mitigation strategies. Finally,
we discuss both the challenges and opportunities for supporting
grassroots efforts in mitigating AI failures.

CCS CONCEPTS
• Human-centered computing → HCI design and evaluation
methods; Empirical studies in HCI; HCI design and evalua-
tion methods.
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1 INTRODUCTION
AI-based decision support tools have been used in a wide range of
high-stakes domains. For example, predictive algorithms have been
used to help judges decide whether defendants should be detained
or released while awaiting trial [1], assist child protection agencies
in screening referral calls [31, 58, 66], help school districts decide
student assignment [53, 55], and support allocation of housing
resources [21, 34]. Despite widespread optimistic views on the
capacity of AI to improve human decision making, many of them
have failed in the real world and raised serious concerns [42]. Over
the years, national debates and public outcry have erupted over
biased and harmful outcomes caused by recidivism prediction [19],
child welfare predictive analytics [13], and predictive policing [59].
These harmful outcomes are often the direct result of limitations
or failures inherent to AI systems.

Past literature in FAccT contributes important insights into how
to detect and mitigate AI failures from a technical perspective
[2, 4, 76]. Recently, there are growing calls for understanding AI
failures as socio-technical and to support grassroots mitigations
to AI failures, in addition to top-down approaches [12, 38]. As
Chancellor [12] notes, a socio-technical perspective on AI failures
emphasizes not on “technical conceptions of performance through
quantitative metrics, such as evaluating error rates and efficiency”
but to attend to “who is impacted by failure, in what ways they are
impacted by, how they cope with, and operate around failure”.

However, understanding and supporting those grassroots efforts
to mitigate AI failures presents a significant challenge. Mainstream
media often foregrounds the advantages and capabilities of AI-based
decision-support systems, generating much hype and excitement
[75]. While previous research in AI literacy [39] has focused on the
cultivation of understanding, skills, and competencies related to a
wide range of AI systems [34, 62], few have aimed to make the com-
mon flaws, limitations, and failures of AI visible. In addition, while
previous work has made an important contribution in broadening
participation in AI design [34, 63], there is a lack of methods and
tools for eliciting grassroots efforts and desired strategies to address
AI failures. Developing a better understanding of these community-
centered mitigation strategies can provide useful design guidelines
to better support those efforts and achieve the desired changes.
However, eliciting these strategies from impacted communities is
challenging, as they often possess limited technical literacy and
confront a variety of social challenges. These factors hinder their
ability to recognize and connect their existing mitigation efforts to
specific AI failures and brainstorm future mitigation strategies.

In this paper, we present the “AI Failure Cards,” a novel method
that aims to improve communities’ understanding of AI failures
and elicit their existing and desired mitigation strategies. We used
three different artifacts – the Onboarding Cards, the Failure Cards,
and the Mitigation Cards – to scaffold this elicitation process. The
Onboarding Cards describe the basic decision-making process of
the AI-based decision support tool. The Failure Cards capture a
series of common socio-technical failures of the AI and present
them via comicboarding, accompanied with an elicitation question.
The Mitigation Cards enumerate a number of potential mitigation
strategies, serving as the foundation to help participants brainstorm
a wide range of actions they can take.

In this work, we document a case study of the use of our ap-
proach in the context of an AI-based predictive algorithm used in
local homeless services. The Housing Allocation Algorithm (HAA)
studied here is a type of predictive optimization algorithm [75],
which prioritizes housing resources for people experiencing home-
lessness in a US county. It has been deployed for more than three
years. Past work [34] has documented a series of existing failures of
HAA, such as problematic proxies. Those failures generated wide-
spread concerns among local homeless communities and motivated
this work. We set out to understand how impacted community
stakeholders respond to a recurring set of failures of HAA. In par-
ticular, to center the voices of those who are most directly affected
by these failures, yet who lack the power to influence the mitiga-
tion process [78], we worked with frontline workers and service
providers, current and former unhoused individuals in the region
who are the direct decision subjects of HAA, as well as local policy
advocates in homeless services.

Using the “AI Failure Cards,” we conducted a series of workshops
with unhoused individuals, frontline workers and service providers,
as well as local policy advocates, to help them better understand
AI failures and elicit their current mitigation practices and desired
changes. Reflecting on their experiences during the study, our par-
ticipants noted that our method has helped them better understand
the root causes of these AI failures, identify shared patterns of AI
failures across various sectors, and situate those failures within
the broader social, institutional and structural contexts. They also
shared a wide range of grassroots mitigation practices and desired
changes, including trauma-informed practices, community-building
efforts, contesting AI-informed decisions, and a set of proposals on
preferred technical and social mitigation interventions.

Our contributions are three-fold:

• First, we introduce a novel method – the AI Failure Cards
– to both help impacted community members better under-
stand AI failures and to elicit grassroots efforts and desires
surrounding mitigation;

• Second, we document a case study of the use of our approach
in the context of a locally deployed predictive housing allo-
cation algorithm. Through a series of workshops with un-
housed individuals, workers and service providers, as well as
local policy advocates, we conduct an empirical investigation
of the initial effectiveness of our approach and collect a wide
range of community-centered, grassroots-based mitigation
practices, strategies and desired changes;
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• Third, we discuss both the challenges and opportunities for
supporting grassroots efforts in mitigating socio-technical
failures of AI-based decision-support tools.

2 RELATEDWORK
We outline the relevant work in two areas. First, we present an
overview of current efforts aimed at cultivating AI literacy and
describe how our work is positioned in this space. Next, we review
the existing techniques, tools, and systems related to mitigating AI
failures in the ML fairness literature, and describe how our work
contributes to this area of research.

2.1 Critical AI Literacy
Researchers in HCI and FAccT has undertaken significant efforts
to develop tools and methods to cultivate AI literacy. Defined as “a
set of competencies that enables individuals to critically evaluate
AI technologies; communicate and collaborate effectively with AI;
and use AI as a tool online, at home, and in the workplace” [39], AI
literacy has become important topics in education and beyond.

Past work has made an important contribution to improving
AI literacy in education, both in K-12 and higher education. For
example, Ottenbreit-Leftwich et al. investigated how K-12 students
conceptualized and experienced AI to inform the design of AI cur-
riculum. Researchers have evaluated existing educational frame-
works [49, 71], and formulated theoretical guidelines for educators
and policymakers about the methods and content to teach K-12
students about AI [43, 44, 69, 72, 80]. In addition, they also devel-
oped applications and toolkits to help teachers in machine learning
education [52, 56, 70]. A growing line of work has also focused
on addressing the need to integrate ethical topics into AI and ML
coursework in college education [22, 57, 61].

With the increasing deployment of AI systems in everyday lives,
a different line of work has explored how to enhance AI literacy
among the general public and impacted communities. For example,
researchers designed and evaluated a series of alternatives of confu-
sion matrices to facilitate public understanding of the performance
of algorithmic decision-making systems [62]. Others presented an
interactive interface to improve the understanding of ML models
for both experts and laypeople [29]. Some developed the AI lifecy-
cle comicboarding method to provide impacted stakeholders with
detailed knowledge about AI system design and deployment [34].

Despite their significant contribution, there is a noticeable gap in
efforts aimed at making the common flaws, limitations, and failures
of AI visible and understandable to impacted community stakehold-
ers [20]. This gap is particularly pertinent as these stakeholders
often possess limited technical literacy and confront a variety of so-
cial challenges [34], which could hinder their ability to comprehend
the common limitations and risks of AI that will lead to real-world
failures and harms. As a result, there have been increasing calls for
centering critical perspectives in AI literacy. A critical approach to
AI literacy aims at fostering stakeholders’ ability towards a more
“practical, problem-oriented analytical perspectives on the risks of
AI” [67]. For example, Stefen Strauß has emphasized the impor-
tance of building critical AI literacy as a means to raise awareness
and empower citizens to challenge the dominant narratives and

practices of AI, and to foster more democratic and inclusive forms
of AI innovation [67].

2.2 Mitigating AI Failures in ML and FAccT
Research

Past literature inML has developed a variety of technical approaches
regarding detecting and mitigating failures in AI systems, in partic-
ular, those concerning the issues on fairness, accountability, and
transparency. A series of toolkits have been proposed to help de-
velopers and AI/ML practitioners identify and mitigate failures in
AI systems. The bulk of these efforts are largely led by AI and ML
practitioners and offer technical solutions to remedy AI failures,
such as bias and unfairness – broadly defined as undue disparities in
the outcomes produced by AI [3, 4, 77]. For example, the Fairlearn
toolkit developed by Microsoft helped empower data scientists with
measuring the AI model’s disparate performance [4]. However, in
their meta-analysis of the fairness literature, Black et al. observe
that the ML community has given an outsized attention to the sta-
tistical modeling stage in the ML lifecycle – e.g., by imposing a
variety of “fairness constraint” at the time of fitting a statistical
model to the training data [6]. They point out that such remediation
strategies, while seemingly effective in reducing disparity metrics,
may be targeting the wrong stage of the lifecyle, and subsequently,
hide (as opposed to address) the underlying cause of disparity in
the model’s outcomes.

Recognizing the limitations of merely relying on these top-down,
technical approaches towards AI failures, there is a growing body
of work in FAccT that centers on understanding and supporting
bottom-up, grassroots mitigation efforts towards AI failures. This
line of work aims to empower individuals and communities “from
below” – people who lack adequate power and agency in the cre-
ation and evaluation of the technology but are significantly affected
by its design and deployment. For example, Kulynych et al. de-
veloped the Protective Optimization Technologies (POTs) tookit,
which aims providing means for impacted stakeholders to address
the risk and harms of optimization systems [33]. Vincent et al. intro-
duced the data leverage framework to highlight opportunities for
grassroots actions to change technology company behavior related
to a wide range of social concerns [74]. Li et al. discussed oppor-
tunities for data activism to empower everyday data producers in
their interactions with tech companies [36]. This body of work also
resonates with prior studies in HCI that emphasize the importance
of including community stakeholders’ perspectives in the design,
development and evaluation of AI models [11, 30, 32, 35, 54, 81], as
well as studies that support grassroots practices to the problems
posed by public technology [24, 78].

Our work aims to bridge the existing gap in critical AI literacy
and contribute to the understanding of grassroots mitigation efforts
in ML and FAccT research. In this paper, we introduced the AI
Failure Cards, a novel method to cultivate critical AI literacy among
impacted communities by making a series of common AI failures
visible and understandable to them. Our method improves their
understanding of those failures and facilitate elicitation of a wide
range of grassroots mitigation strategies.
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2.3 Participatory Methods in AI/ML
In recent years, there has been increasing attention towards par-
ticipatory approaches in the design of AI/ML systems [5, 18]. Ad-
vocates argue that involving diverse stakeholders throughout the
AI development process can lead to more democratic and inclusive
algorithmic systems, emphasizing empowerment through “giving
power to the people” [35, 68]. However, there are also limitations
and potential drawbacks of these participatory methods in AI/ML.

For example, Delgado et al. [17] note that while many prac-
titioners support greater stakeholder participation, what consti-
tutes meaningful participation remains ill-defined. Others, such
as Robertson and Salehi [55] and Sloane et al. [65], further cau-
tion that participatory processes, if not carefully structured, risk
inhibiting progress or inadvertently exploiting participants based
on the choices available to them and the depth of their involvement.
There are also critiques of participatory design approaches for often
relying on unpaid or inadequately compensated labor from com-
munity members [82], raising ethical concerns about exploiting
marginalized groups’ time and knowledge [37].

In our study, participants expressed a strong desire to share their
experiences with AI failures, yet often lacked the necessary meth-
ods, tools, and platforms to do so effectively. This gap motivated
our research, leading us to adopt participatory methods that center
community involvement in the AI mitigation process, promoting
participation as a key component of justice [7, 8, 15]. While we
recognize the potential limitations of participatory approaches in
AI and ML, our goal is not to present community engagement as
a panacea, but rather to contribute methodological insights that
foster meaningful involvement of marginalized communities in AI
design and development process.

3 STUDY DESIGN
Drawing upon prior HCI methods, we developed a novel method –
the “AI Failure Cards” – to both help impacted communities better
understand AI failures and to elicit their existing practices and
desires for mitigation. Using this method, we conducted a series
of workshops with unhoused individuals, frontline workers and
service providers, as well as policy advocates, in the context of a
locally deployed predictive housing allocation algorithm.

3.1 Study Context: AI-based predictive
optimization in homeless services

We conducted our study in the context of an AI-based predictive
algorithm used in local homeless services. The Housing Allocation
Algorithm (HAA), studied here, is a type of predictive optimiza-
tion algorithm [75] that prioritizes housing resources for people
experiencing homelessness. It has been deployed in a US county for
more than three years. HAA’s assessment begins with county staff
verifying applicant eligibility, followed by running HAA, which
uses personal data from the county’s warehouse unit to predict how
likely the applicant will experience the following three situations
if they remain unhoused over the next 12 months: more than four
emergency room visits based on healthcare utilization data, at least
one mental health inpatient funded by Medicaid, and at least one
jail booking. Applicants are then scored and placed on housing wait-
lists. In some cases, an alternative assessment (ALT HAA) based

on self-reported data is used, especially when applicants’ data is
less than 90 days old or when their vulnerability isn’t accurately
reflected by HAA’s score, though its use is generally discouraged
[48, 73]. Past work [34] has documented a series of existing failures
of HAA. Those failures have generated widespread concerns among
local homeless communities and motivated this work.

3.2 The AI Failure Cards
Taken as a group, the AI Failure Cards is designed to achieve two
goals: (1) help non-technical community stakeholders better un-
derstand the socio-technical failures of an AI-based predictive al-
gorithm; (2) elicit community-centered, grassroots-based practices
and desires for mitigation, with a goal to support those efforts.

We iteratively co-designed themethodwith two service providers
as representatives of the impacted community, who interact with
both HAA and local homeless communities regularly. They serve as
the community co-authors of this paper [14]. In order to scaffold the
workshop discussion, we designed three kinds of artifacts, drawing
upon previous HCI and FAccT research on card-based toolkits (e.g.,
[45, 61, 64]). Due to the unique reading and technology literacy
challenges our participants are facing, following Kuo et al., we used
a comicboarding approach to construct our cards, based on a set of
gender-neutral personas. Comicboarding [46], a design technique
that uses comic strips as a scaffolding tool, has been used to elicit
perceptions of algorithmic systems in different contexts such as tar-
geted advertisement[23]. It is particularly effective in our context,
as low reading literacy presents a barrier to participation for many
unhoused participants. Below we describe the three set of cards in
details (all cards are included in the Appendix):

3.2.1 Artifact 1: The Onboarding Cards. The Onboarding Cards de-
scribe the basic workflow and key decision-making process of HAA
and present them via comicboards [46]. We based information in
our Onboarding Cards upon detailed technical reports published by
the county about the HAA system [73] and validated the accuracy
of our design with our community co-authors. As such, they served
as a foundation to help study participants gain a quick and basic
understanding of how HAA works, which serves as a foundation
to surface socio-technical failures.

3.2.2 Artifact 2: The Failure Cards. The Failure Cards capture a
series of community-centered socio-technical failures of HAA and
present them via comicboards [46], accompanying with an elicita-
tion question. We co-designed the failure cards with community
stakeholders by leveraging real-world failure cases and utilizing
existing theory-driven taxonomies. First, to avoid “reinventing the
wheel,” we collected a set of taxonomies and frameworks of AI
failures and harms (e.g.,[60, 75]) from previous literature as our
initial theoretical framing. In parallel, our community co-authors
collected a set of real-world community-perceived failure cases of
HAA via their personal network. A typical failure case contains a
qualitative narrative describing how and why unhoused individ-
ual(s) was harmed by HAA. In total, 45 cases were collected. Second,
using those on-the-ground failure cases as our initial dataset, we
performed affinity diagramming [26] to cluster similar ideas and
identify common themes. Much of the discussion with our com-
munity co-authors centered around the underlying causes of these



AI Failure Cards FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil

failures, with a number of key themes emerged from the process,
such as problematic proxies and distribution shift. Third, through
iterative discussion using deductive and inductive thinking, we
examined whether and how the resulting clusters map back to the
existing frameworks and eventually reached seven set of recurring
failures, mapped well onto [75]:

(1) Intervention vs. prediction (good prediction may not result
in good decisions),

(2) Target-construct mismatch (problematic proxies),
(3) Distribution shifts (training data rarely matches the deploy-

ment setting),
(4) Limits to prediction (social outcomes often defy meaningful

prediction),
(5) Disparate performance (worse performance for some groups

may be unavoidable),
(6) Lack of contestability (lack of viable mechanisms for con-

testability),
(7) Goodhart’s law (decision-subjects may adapt in a way that

defeats the goals of system).

Finally, instead of presenting these high-level categories directly
to participants, we translated the seven failures of HAA into seven
synthetic cases (i.e., personal stories) with our community co-
authors and presented those cases via comicboarding, to both pro-
tect the privacy of the unhoused individuals in our initial dataset
and to better communicate those failures to participants. In our
final design, each card contains four panels, centering around how
a specific type of AI failure has harmed unhoused individual(s),
including providing background information, contextualizing AI
failures, discussing consequential harms, and connecting failures
and harms. The card is then followed by an elicitation question for
mitigation strategies, such as “what do you think can be done to
help people in situations like Alex and Kai?”

3.2.3 Artifact 3: The Mitigation Cards. To better facilitate the brain-
storming process, we also developed a final set of artifact – the
Mitigation Cards. Those cards enumerate a set of potential mitiga-
tion strategies via short descriptions. We derived our Mitigation
Cards from prior research that gathered the perspectives of commu-
nities impacted by AI-based predictive algorithms [34, 66]. Using
these community feedback as our initial dataset, we performed
affinity diagramming [26] iteratively in our group to cluster similar
ideas and synthesize various options. We intentionally developed
the cards across a wide range of potential actions (e.g., across tech-
nical, social and structural level of changes), with a goal to enable
the elicitation of a diverse range of community-based mitigation
practices. To avoid promoting “bluesky thinking,” which might lead
to infeasible solutions that ultimately frustrate our participants [27],
we used those mitigation cards to prepopulate the solution space
to help better scaffold discussion. Finally, to support asynchronous
deliberation between different stakeholders while ensuring the com-
fort of the participants, we also iteratively selected and presented
the participants with additional “Mitigation Cards” generated from
other stakeholder groups in previous sessions [28, 40]. In total, nine
mitigation cards were iteratively developed and used in our study.

3.3 Study Protocol
We chose to conduct workshops for our study because workshops
facilitates collective exploration of shared problems and the devel-
opment of solutions [79], well suited for our study purposes. Each
workshop was conducted exclusively with participants belonging
to the same stakeholder group, which ensures that they felt com-
fortable and open to sharing [79]. In each workshop, we started
by walking through the workflow of HAA using the Onboarding
Cards. Then, they were shown seven Failure Cards one by one.
We asked participants to think aloud and share their experiences
related with the presented Failure Card, and used an elicitation
question to probe their current practices and desires for mitiga-
tion. We also presented them with Mitigation Cards to facilitate
brainstorming. In addition, we included selected responses from
participants in the previous sessions as added Mitigation Cards,
to provide an opportunity of deliberation between stakeholders
in a safe space, considering the potential unequal power relations
[28, 83]. Demographic information was collected at the end of the
workshop. The study was approved by our institutional IRB.

3.4 Recruitment
We adapted a purposive sampling approach [51] to recruit par-
ticipants from three stakeholder groups: frontline workers and
service providers, unhoused individuals, and local policy advocates
in homeless services. 1) We recruited workers and service providers
due to their hands-on experience with HAA and direct interaction
with the local unhoused population. Those were recruited with
a list of contacts provided by our community co-authors; 2) we
also recruit individuals with lived experiences of homelessness to
elicit on-the-ground insights into the challenges and impacts HAA
introduced to homelessness. Considering the sensitivity of this
matter, we recruited through local churches who have established
trust relationships with the homeless community, by leveraging
the their “walk-in ministries” to distribute flyers via church staff;
3) We expanded our recruitment to include local policy advocates
in homeless services, via personal network, to engage with indi-
viduals who have expertise and experience in policy advocacy. All
the policy advocates we recruited were non-institutional; they all
had direct experiences working with local communities and are
passionate about advocating on behalf of the unhoused population.

In total, we recruited 22 participants: 11 individuals with experi-
ence of homelessness, 8 frontline workers and service providers,
and 3 policy advocates. We conducted six workshop sessions with
two to six participants in each, and two individual interview ses-
sions due to participant no-shows. For the unhoused individuals
we recruited through each church, we conducted the study ses-
sion in a room provided to us by the respective church; we spoke
with all frontline workers and service providers, and policy advo-
cates via Zoom. The study sessions lasted 96 minutes on average,
and each participant was compensated $60 for their participation.
Participants’ self-reported demographics are in Appendix.

3.5 Data Analysis
We utilized a reflexive thematic analysis approach to analyze our
study data [9, 10]. Open coding was carried out by at least two of
the authors on transcriptions from 768 minutes of audio, resulting
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in a total of 345 codes. We held weekly meetings to engage in discus-
sions to resolve disagreements. Following the standard practice of
reflexive thematic analysis, we did not calculate inter-coder reliabil-
ity, as reaching consensus are integral to theme development [41].
Our analysis was conducted across all Failure Cards, given our goal
of understanding overarching themes in participants’ responses
across the full set of Failure Cards, which aligns with common
practices in HCI storyboarding studies [16, 28]. After coding, we
derived higher-level themes through affinity diagramming. This
process yielded 113 first-level themes, nine second-level themes,
and three third-level themes. We detail our findings in Section 4,
with the section descriptors correlating with the second and third-
level themes.

3.6 Limited Scope of the Case Study
The goal of our study is not to capture all failures in AI-based
decision-support tools, but to study the initial effectiveness of the
AI Failure Cards as a method to both improve communities’ un-
derstanding of AI failures and to elicit grassroots mitigation strate-
gies. In our work, we choose to focus on a series of community-
perceived failures of a predictive housing allocation algorithm and
work closely with local homeless communities and their represen-
tatives. Future work should expand the scope of this method to
other AI applications and communities, to further validate its effec-
tiveness and adaptability across different contexts and AI systems.
This would not only help in refining the AI Failure Cards method
but also contribute to a broader understanding of AI impacts and
community-led mitigation strategies.

4 FINDINGS
In this section, we present our findings around three high-level
themes identified through our analysis: (1) understanding AI fail-
ures, (2) the mitigation of AI failures in participants’ grassroots
practices, and (3) the proposals for mitigation strategies. Overall, we
found that our method has improved participants’ understanding of
the root causes, shared patterns, and broader contexts of AI failures
(Section 4.1). Building upon their understanding of AI failures and
day-to-day experiences, our participants shared the grassroots prac-
tices they currently employ to mitigate these failures (Section 4.2).
Furthermore, our participants proposed detailed actionable mitiga-
tion strategies that they believe could be implemented to address
AI failures more effectively (Section 4.3). Throughout this section,
participants with experiences of homelessness are identified with
an identifier beginning with a “P,” frontline workers and service
providers are identified with a “W,” and local policy advocates are
identified with an “A”.

4.1 Understanding AI Failures
Participants from varied backgrounds enriched their understand-
ings of HAA’s failures in different dimensions using the AI Fail-
ure Cards in our workshops. Our findings demonstrated that our
method helped them uncover the root causes of individual fail-
ures, recognize shared patterns across various sectors, and situate
those AI failures in broader contexts. Our approach enhanced both
individual insights and collective comprehension of the complex
landscape of AI failures.

4.1.1 Understanding the root causes of perceived individual fail-
ures. Throughout the study, our participants enhanced their un-
derstanding of the AI failures through connecting the root
causes to the individual cases they encounter.

For example, when presented with the Failure Card about “Distri-
bution shifts (training data rarely matches the deployment setting)”
(Figure 6 in Appendix), P5 resonated with the case and reasoned his
experience with the same underlying cause. P5 talked about how
they traveled from another county and was misjudged by HAA, as
the local county did not have any data records of him. Given the
same card, W2 shared that many unhoused individuals who came
from outside the county, were impacted by the same flaw, as the
HAA’s training on local resident data led to their lower scores:“[For
travellers,] they need to start everything over.”

Similarly, when presented with the Failure Card on “Target-
construct mismatch (problematic proxies)” (Figure 5 in Appendix),
P2 pointed out that the cause behind the story presented in the card
could be that HAA uses mental health inpatient and emergency
room visits as two of the proxies to predict vulnerability. They
shared that many unhoused individuals, including himself, avoid
seeking emergency room care due to its high cost: “[It costs] a lot of
money. How do you go to ER, [to be considered by HAA]?” W5, who
interacted with multiple unhoused individuals echoed this senti-
ment, and shared there are similar cases for the same root cause:
“There are lots of Charlie[s].” Charlie is the character featured on our
card who declines to seek mental health services due to previous
encounters with institutional violence. “They don’t trust psychiatric
hospitals because of their traumatizing experiences,” W2 said. Con-
sequently, their score was adversely affected because HAA used
mental health inpatient as one of its indicators for vulnerability.

4.1.2 Understanding shared patterns of AI failures across various sec-
tors. Our participants also identified and recognized the shared
patterns of AI failures across different contexts.

For instance, when discussing the Failure Card on “Lack of con-
testability (lack of viable mechanisms for contestability)” (Figure 9
in Appendix), A3 noted that this issue is widespread in public-sector
AI applications, including another local AI-based decision-making
tool used for child maltreatment prediction: “They never disclose the
predictive risk [either] ... because they are concerned about the poten-
tial disparity in negative impacts [on decision-subjects].” In addition
to the local government that deployed HAA and the child maltreat-
ment prediction tool, A2 noted that other government agencies also
hastily adopted AI without adequately considering the legitimacy
of introducing AI-based predictive optimization systems in critical
public services: “We shouldn’t be coming at it from a starting point
[that] all processes can be improved upon by introducing algorithms.
That should be a question, not an assumption.”

4.1.3 Understanding AI failures in broader contexts. Our partici-
pants also pointed that the failures highlighted in the cards were
not merely due to the technical limitations of HAA. Instead, they
pointed out that these issues stemmed from fundamental so-
cial and structural problems that extend beyond HAA. For
example, P6 believed that instead of developing AI tools, “ they need
to open up more shelters, hospitals and recruit more people.” Similarly,
P2 argued that: “the problem that I’m having ... with this tool is [that
it is] not addressing employment, [which I believe is] the real reason
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(a) Participants sharedwith us themitigation
strategies they wrote.

(b) A collection of mitigation strategies gen-
erated by participants.

(c) Participants shared their thoughts while
reading the Failure Cards.

Figure 2: Photos taken during the in-person workshops, capturing community members’ discussion and engagement in
generating mitigation strategies for HAA’s failures.

for homelessness.” These comments indicate the need for broader
changes to address the homelessness crisis. However, given the
limited capacity of individual participants to enact such changes,
they have developed grassroots practices to mitigate the impact of
these AI failures on the ground, as detailed in the next section.

4.2 Mitigating AI Failures via Grassroots
Practices

Given AI Failure Cards, participants shared various grassroots prac-
tices they currently implement or are aware of to mitigate the
failures of HAA and improve the assessment process. These prac-
tices include: (1) integrating more trauma-informed care practices
into the pre- and post-assessment stages, (2) building a stronger
community support system for the unhoused population, and (3)
developing strategies to contest HAA’s decisions.

4.2.1 Mitigation through trauma-informed care practices. When
HAA fails to recognize the vulnerabilities of unhoused individuals,
workers and service providers incorporate additional care practices
both before and after the assessment.

During the pre-assessment process, when frontline workers doc-
ument an unhoused individual’s situation for input into HAA, they
formulate care-based questions to elicit vulnerabilities that
can positively impact an individual’s HAA score. For example,
when reading the Failure Card about “Target-construct mismatch
(problematic proxies)” (Figure 5 in Appendix), explained how they
rephrased the question with care instead of straightforwardly ask-
ing: “Are you a victim of domestic violence.” W6 said: “I feel like
it’s more so a journey, and explaining what the questions mean, and
kind of digging through their life, because some people just say no,
but then you get to know them better. They explained some stories.
They may realize later it was abuse.”

Following the assessment, as frontline workers were unable to
contest or explain HAA’s decision, they adopted a more trauma-
informed approach to communicate HAA’s decision and ex-
plored workarounds to connect unhoused individuals with
alternative resources. For example, when discussing the Failure
Card on “Lack of contestability (lack of viable mechanisms for con-
testability)” (Figure 9 in Appendix), W2 mentioned that instead

of stating “you’re not qualified” without providing reasons, they
opted for a more empathetic approach, saying, “Sorry, we just have
too many people waiting.” Another service provider, W4, shared
that when they believes the AI system has made a problematic
assessment: “I don’t really care what the assessment says [...] this is
a good opportunity to connect this person to other services.”

4.2.2 Mitigation through community network building. Participants
also organized various grassroots community-building initiatives
to alleviate the harm stemming from HAA’s failures. Both the un-
housed community and local service providers took active roles in
driving these initiatives.

Among the community with experience of homelessness, partic-
ipants emphasized the importance of information-sharing,
recognizing the substantial disparities in accessing infor-
mation. For example, when discussing the Failure Card related
on “Target-construct mismatch (problematic proxies)” (Figure 5 in
Appendix), P5 pointed out that unhoused individuals had varied
inclination to seek information, which can impact their score as-
signed by the AI system: “It’s about everything from the willingness
to get up out of bed and do something to find the information. [...] They
don’t go to the library. They don’t go to the mental health institute, all
those sorts of things, which are all helpful.” P5 noted that individuals
might be reluctant to actively seek help due to past traumatizing
experiences with existing institutions. Therefore, they believed that
curating and sharing information related to resources within the
community could be beneficial. This belief was affirmed in one of
our workshops, where unhoused participants actively exchanged
information about local resources, including shelters and food.

Service providers also shared their efforts to enhance and
broaden the support system when HAA fell short in allocat-
ing sufficient housing resources. For example, when discussing
the Failure Card about “Lack of contestability (lack of viable mech-
anisms for contestability)” (Figure 9 in Appendix), W1 shared their
attempts to develop a system that reported bed availability from
all local shelters: “There could be a central collection point where
people knew where there were beds available. [...] We had tried to
develop a [system for] bed availability. Just call it and we’d have bed
counts from smaller shelters and larger shelters all around the county.”
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These efforts were appreciated by unhoused individuals, like P7,
who found centralized information provided by service providers
useful: “Talk to the counselor. [...] She’s helped me with a lot of stuff.
She has information.”

4.2.3 Mitigation through contesting the AI Failures. As mentioned
in Study Context, the existing decision-making system around HAA
offers a number of override mechanisms, such the ALT HAA. How-
ever, workers in general are discouraged from using these mecha-
nisms. Due to those constraints, during the workshop participants
shared a number of other contesting mechanisms they developed.

Participants shared that they have actively leveraged the exist-
ing county-based systems as means to collectively raise their
concerns on problematic assessments by HAA. For example,
some participants mentioned the case conferences that are held
regularly by the local county and viewed it as an opportunity to
voice their concerns. In a typical case conference, frontline workers
and service providers will gather and discuss a few specific cases
that they think led to problematic HAA scores. Participants per-
ceived this as a democratic practice to contest the failures of HAA,
where the decision is made by collective human deliberation and
discussion instead of being made by human individual or the AI.
According to W5, “It’s not just one person making a decision about
it on their own. It’s people getting together they discuss it, they talk
about well what are the vulnerabilities versus experiencing and what
is the computer system missing? And can we all agree that?”

Participants also shared grassroots approaches to develop-
ing low-tech or no-tech alternatives to HAA. For example, a
small group of frontline workers and service providers developed
an alternative assessment tool with carefully phrased questions
for understanding an individual’s vulnerability. These questions
assessed an individual’s vulnerability, even if they might not seek
emergency room assistance but could be facing other challenges,
such as an overdose. The participants who created the tool envi-
sioned its use for contesting AI decisions and referring them to the
county. They also shared how the development process assisted
them in reflecting on their practices related to assessing vulnerabil-
ity and in rephrasing questions to more effectively gather relevant
information about an individual. W4 noted that, “I do feel like just
for me personally, it was helpful even just to go through the process of
making up that sheet and going through thinking different questions
we could be asking. if I’m working with someone maybe I can think
of ways to rephrase things or to maybe get them prioritize.”

4.3 Re-Imagining Mitigation via Technical,
Human-centered and Institutional Changes

In addition to the existing grassroots practices, our participants sug-
gested additional mitigation strategies, spanning technical improve-
ments, human-centered interactions, and institutional changes.

4.3.1 Technical improvement on the algorithmic system. Partici-
pants suggested rethinking HAA’s system design, including inte-
grating qualitative data, expanding the types of quantitative data
used, and incorporating a holistic service allocation mechanism
into the system.

Many participants suggested integrating qualitative infor-
mation into HAA: “Words instead of numbers can be useful,” W1

said, when reading the Failure Card about “Target-construct mis-
match (problematic proxies)” (Figure 5 in Appendix), “Hospital-
ization [count] isn’t the only way to tell the story about vulnerabil-
ity.” Participants believed that qualitative narratives could assist in
capturing the real situations of unhoused individuals behind the
quantitative measurements used by the system. For example, in
addition to mental health visit counts, A3 suggested incorporating
a space for frontline workers to document unhoused individuals’
responses to questions, such as “How much do you think you need
mental health help,” which might reveal more information about
an individual.

Other participants emphasized the need to diversify the types
of data used by HAA. For instance, W4 argued that, in addition
to hospital visits, data from street-level medical services could be
valuable because unhoused individuals often turn to street medicine
due to a lack of trust in institutions like hospitals. They believed
this improvement is highly feasible because “[The street medical
services already] have documentation of their clients. I think that
should be viewed the same as the hospital visit.”

Participants also proposed a more holistic system that ex-
tends beyond housing resources to include other support
services. They found it particularly helpful in cases where housing
resources are not available: “As opposed to just telling them approved,
denied, if the resources are in front of me... I can say here’s some useful
resources I could pass along that might help defuse the situation,” A2
said. However, they also acknowledged the challenges of integrat-
ing data and services from multiple sources: “I remembered the child
welfare had data sharing agreement with some hospitals and that
type of data sharing is extremely uncommon and was probably very
challenging to work out.”

4.3.2 Enhance human-centered interaction experience. Besides tech-
nical improvements, participants also proposed ways of improving
the interaction experience with the system from a human-centered
perspective.

Participants suggested integrating more human explanation
in the loop during the HAA assessment. For example, P7 ex-
pressed a desire for the AI system to interpret human natural ex-
pressions as input: “Talk to real people as your input.” Besides, there
were also suggestions to strengthen the role of human mediators
in the interactions between applicants and HAA. For example, A1
recommended incorporating more human explanation in the loop
to provide applicants with a greater sense of control and trust. Ac-
cording to them, having human workers to explain the context
that “the score is not the end of all, it is just a risk score and there are
something you can do”, “can provide the population with [not only] a
true reality, but also a sense of control and trust.”

Our participants also shared the desires for HAA to proactively
conduct more check-ins with applicants, rather than rely-
ing on applicants to initiate contact with frontline workers
and the system. In particular, when reading the Failure Card on
Limits to prediction (social outcomes often defy meaningful pre-
diction) (Figure 7 in Appendix), which described that HAA failed
to predict applicants’ vulnerability when their situation changed
overnight, A2 recognized the importance of proactively checking
in with applicants and updating their data regularly when people’s
risks are “not a static, unchanging thing”. They further underscored
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the significance of this practice, especially for vulnerable popula-
tions who may face challenges in actively reaching out to frontline
workers and providing updates. A1agreed with their proposal and
commented, “it puts a lot of the onus on the county ... rather than on
the individual to initiate contact, which I’m assuming that like for
this population, is both challenging and not exactly a pleasure”.

However, we observed that enhancing certain aspects of interac-
tion processes in HAA could pose its own challenges, particularly
due to the fact that human caseworkers are already overwhelmed
with substantial workloads, including significant amounts of invisi-
ble emotional labor. P10 shared that the caseworkers for HAA they
had met are all overburdened by too many cases they had to deal
with: “My caseworker made it very clear to me. She’s overloaded with
people. She’s like, I have way too many people on my thing. So they
don’t have enough staff to cover everybody. I think that’s what they’re
doing. They don’t have enough staff to deal with [applicants].”

4.3.3 Institutional Changes. Finally, participants advocated for
broader institutional changes to improve the overall sociotech-
nical ecosystem surrounding HAA. These ideas include alterna-
tive mechanism to demonstrate individual’s vulnerability beyond
HAA’s score, shifting the housing model from individual-based to
community-based, and introducing regular evaluation processes
across the entire AI development pipeline.

Some participants mentioned the need of alternative mecha-
nism beyond HAA score to demonstrate an individual’s vul-
nerability. When reading the story of Charlie in the Failure Card
on “Target-construct mismatch (problematic proxies)” (Figure 5 in
Appendix), W3 pointed out that there should be“clear pathways
for providers that are working with people, or potentially the people
themselves, to be able to demonstrate those vulnerabilities beyond
the predictive risk score.” They noted the existing natural support
system in deed provided rich information which can be further
leveraged to demonstrate an unhoused individual’s circumstances:
“that be an outreach worker or a shelter staff person, a service coordi-
nator in the behavioral health system, it could be police, the natural
support has a lot of information of a person. [The frontline worker]
can say like, yep, I know the score is low, but here are all the things
that we’ve observed, they’re at risk of these types of exploitation in
their current situation, we would like them to be prioritized for a
housing program, despite the score.”

Some participants shared desires to shift the housing model
used by HAA from focusing on individuals to a community.
This change aims to provide a stronger safety net for all who are
experiencing homelessness. For example, W1 spoke from their ex-
perience that individuals who were housed could sometimes face
increased risks of overdoses, as “they are no longer within a commu-
nity that can look out for them”. They suggested that more holistic
support is essential beyond just providing housing for individuals:
“I think that sometimes, housing an individual solo, doesn’t reduce the
harm when it’s somebody who is very dangerously compromised with
their substance use disorder. It doesn’t mean that they ought not to
be housed. It just means that we should be looking at some different
models of housing.”

Other participants proposed a more frequent and systematic
evaluation program for HAA to increase its accountability,
across the entire AI development pipeline. For example, A2

suggested regular audits based on a checklist to evaluate HAA’s use
of proxies, data, and training methods: “What are the proxy variables
that are being used? What’s not being used? Is that accurate? Should
we revise that? [We should] require regular internal processes to make
sure that the results being outputted are as accurate as possible.” A1
echoed the idea and asked forways to increaseHAA’s accountability
at the early stage:“Imagine at the procurement stage, for some of these
tools, there could be some additional accountability. You could imagine
requiring impact assessments or audits.”

5 DISCUSSION: SUPPORTING GRASSROOTS
EFFORTS IN MITIGATING AI FAILURES

Drawing upon previous HCI and FAccT research on card-based
toolkits (e.g., [45, 61, 64]), in this work, we presented a novel method
- AI Failure Cards – to both improve communities’ understanding of
common failures of a predictive housing allocation algorithm, and
to elicit their current practices and desired strategies for harm miti-
gation. Through a series of workshops with unhoused individuals,
workers and service providers, as well as local policy advocates,
we found that the method is promising in supporting community
members to better understand the AI failure cases they encoun-
tered in their everyday lives and facilitating the discussion of a
wide range of existing mitigation efforts. In addition, the cards
were effective in helping participants propose a set of feasible and
actionable directions to further mitigate these AI failures.

Next, informed by our findings, we discuss several design oppor-
tunities, limitations and directions for future work.

5.1 Implications for Practice and Policy
We call for ML/AI practitioners and policymakers’ attention to and
support of these grassroots efforts, following Green and Viljeon’s
call on “algorithmic realism” [25]. As Green andViljeon noted, when
facing the negative societal impact of AI systems, practitioners often
adopt a top-down, formalist method, focusing on directly making
technical repairs.In contrast, grassroots mitigation engage with
the complexities of sociotechnical systems in a more bottom-up
and organic manner, adapting dynamically to the intricacies of
local contexts [25]. By integrating these top-down and bottom-up
approaches, we can gain a holistic understanding of how to better
mitigate AI failures. Recognizing the efforts taken by community
members, in what follows, we discuss how ML/AI practitioners
and policymakers can learn from these grassroots efforts to better
support and empower impacted communities from below.

First, our findings demonstrate that when provided with ade-
quate and easy to understand information of AI failures, participants
are able to bring up feasible and actionable mitigation strategies,
rooted in their contextual knowledge and lived experiences. These
strategies can be adopted by AI/ML practitioners and further in-
tegrated into the system design. For example, when reading the
Failure Card of Target-construct mismatch, some participants pro-
posed to diversify the data sources used in HAA, in particular, from
emergency room visits to street medicine visits. Based on their lived
experiences, using records of street medicine visits can better cap-
ture the situation of unhoused individuals, as many of them are not
willing to visit emergency rooms due to past experiences of institu-
tional violence. It is worth to note, however, even these seemingly
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technical mitigations can involve and often require complex social
and institutional negotiations and accommodations, which further
reveals the socio-technical nature of AI failures. For example, after
recognizing the need to diversify the data sources, some of our par-
ticipants acknowledged the complexities and difficulties of sharing
data across different government agencies and organizations.

Second, we also observed that many of the existing and pro-
posed strategies from our participants involve developing a series
of “workarounds” for the HAA assessment process. This is par-
tially because as “people from below” [78], they lack sufficient
power and technical capacity to directly intervene on AI-based
decision-making systems. That said, some of those workaround
strategies can be very effective, suggesting opportunities to design
formal processes and mechanisms to systematically incorporate
those workarounds into the broader system. For instance, recogniz-
ing their inability to directly override HAA decisions and acknowl-
edging existing support systems outside of HAA, frontline workers
and service providers, actively connect unhoused individuals to
various relevant resources. These practices, as discussed in section
4.2.2, are not direct interventions in HAA but rather strategies to
repair and navigate its failures and harms. Such practices could
be shared and incorporated into training programs for frontline
workers and service providers, helping them to better manage the
system’s limitations in allocating scarce housing resources.

Thirdly, the grassroots initiatives shared by our participants,
as described in section 4.2.3, also involve developing a set of low-
tech and non-tech alternative assessment tools, as a way to con-
test the flawed decisions made by HAA. These efforts present a
valuable foundation for practitioners who want to develop alterna-
tive assessment systems and for policymakers who aim to develop
mechanisms for contesting AI-driven decisions. Although our find-
ings discuss the challenges in establishing such mechanisms, these
grassroots tools provide a practical starting point. Practitioners and
policymakers can leverage these existing low-tech and non-tech
approaches as a basis to initiate and progressively refine methods
for contesting the decisions made by AI-based decision tools.

Finally, in addition to a series of mitigation strategies, some
of our participants questioned the legitimacy of introducing AI-
based predictive tools into critical public services (e.g., housing
allocation) and emphasized the need for additional deliberation and
community engagement before system procurement, as discussed
in section 4.1.2. We echo their suggestions and urge practitioners
and policymakers to proactively consider and consult with impacted
communities not only on how to improve AI-based decision-support
tools and mitigate AI failures but also, perhaps more importantly,
on whether we need such an AI system in the first place. Involving
impacted communities before system procurement ensures that
the voices of those most affected are heard and their concerns are
addressed, leading to more equitable and effective implementations
of AI in public services.

5.2 Limitations and Future Work
As a “proof-of-concept” case study, there are a number of limitations
that we have reflected on.

First, in this study, we chose to present the same comicboards
to all participant groups to simplify the process and lower barri-
ers to participation. Future research could adapt our method by
customizing the content according to participants’ expertise and
backgrounds. This approach may uncover unique mitigation strate-
gies specific to different stakeholder groups.

Moreover, while our methods facilitated discussions around com-
mon AI failures, we acknowledge that there are other “unknown
unknown” AI failures that might not be identified in our study. Com-
plementary methods could be used to enhance our understanding
of real-world AI failures that our study materials did not cover.

Furthermore, our failure taxonomy and the depicted cases in the
cards were grounded in the specific context of HAA. Although we
believe our approach can extend to various domains, adaptation
requires dedicated collaboration with community partners. This
entails actively seeking input from local collaborators, identifying
context-specific failure instances, and developing customized sets
of failure cards aligned with each unique setting.

Lastly, the use of our method with impacted communities under-
scores opportunities for practitioners and policymakers. Integrating
both top-down and bottom-up approaches to mitigate AI failures is
crucial. However, translating grassroots practices and feedback into
broader decision-making systems necessitates new tools, processes,
and methods. We aim to contribute to this through future research.

6 CONCLUSION
In this paper, we present the AI Failure Cards, a novel method that
improves impacted communities’ understanding of AI failures and
elicits their current practices and desired strategies for mitigation.
We documented an early use of our method through a series of
workshops with unhoused individuals, frontline workers and ser-
vice providers, as well as local policy advocates, in the context of
a locally deployed predictive housing allocation algorithm. Our
results suggested that the use of method helps improve their under-
standing of the AI failures and facilitates the elicitation of a wide
range of community-centered, grassroots-based mitigation strate-
gies. Finally, we discussed design opportunities to better support
those grassroots efforts and called for combing both “top-down”
and “bottom-up” approaches in mitigating socio-technical failures
of AI-based decision support tools.

7 RESEARCH ETHICS AND SOCIAL IMPACT
7.1 Ethical Consideration
The study was approved by our institutional IRB. In addition, due
to the high level of vulnerability of our study participants, we fol-
lowed best practices from previous research and sought additional
help from domain experts. Throughout the study, following best
practice [14], we worked closely with two community co-authors
to collect real-world failure cases of HAA, design all the three sets
of cards, and ensure that our study material is accurate and trauma-
informed. In addition to the two community co-authors, we also
connected and actively collaborated with local churches for host-
ing in-person workshops with unhoused individuals. We actively
consulted with church staff to create a workshop environment that
fosters participant safety and avoids sense of objectification. We
also openly shared that the workshop is for research purpose and
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we are working independently from the county and agency that
deploy HAA, following best practices in prior work [47].

7.2 Positionality
As researchers, we recognize that our work is influenced by our own
identity, experiences and values. Indeed, this project started when
some of the representatives from the local homeless community
reached out to two of the authors of this paper regarding the existing
failures of HAA, given our past work in this domain. At that time,
HAA has been deployed locally for more than three years. Past
work have documented a series of failures and harms associated
with HAA [34]. Those failures and harms have manifested in the
real world and generated widespread concerns among the local
homeless communities, which motivated this work.

We are researchers who receive research training in the United
States from fields including Human-Computer Interaction, Commu-
nication, and Social Work. All authors reside in the county where
HAA is deployed. Throughout the study, we worked closely with
two community co-authors as our co-researchers. One co-author
possesses an MSW degree and serves as a frontline worker directly
engaged with the unhoused community. The other co-author, hold-
ing a Psy.D. degree, brings experiences from working in counseling
centers and maintaining close connections with homeless service
providers in the county where HAA is deployed.

7.3 Adverse and Unintended Impact
We acknowledge that, as academic researchers and community
co-authors, our ability to directly intervene in the closed-door pro-
cesses involving the design and deployment of HAA is limited. We
position our research within a broader call that aims at understand-
ing and supporting grassroots efforts in mitigating AI failures. We
discuss in section 5 about how our research findings can contribute
valuable insights for policymakers and technical practitioners to
combine both “top-down” and “bottom-up” approaches in mitigat-
ing socio-technical failures of AI-based decision support tools.
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APPENDIX
A PARTICIPANTS DEMOGRAPHICS

Demographic Information Participant Counts or Statistics

Race Black or African American (9), White (12), Hispanic (1)
Age mean: 45.8 , maximum: 71, minimum: 33
Gender Female (14), Male (8)
Education Level Highschool degree or equivalent (14), Some college, no degree (1), Bachelor’s

degree (2), Master’s degree (3), Professional degree (1), Doctorate (1)
Homelessness Status (Unhoused Individuals Only) previously unhoused (7), currently unhoused (4)
Homelessness Chronicity (Unhoused Individuals Only) decades (1), years (6), months (4)
Services Provided (Frontline Workers and Service
Providers only)

Health Service (1), Shelter (3), Informing Design (1), Street Outreach (3)

Table 1: Aggregated participants’ self-reported demographics
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B THE AI FAILURE CARDS
B.1 The Onboarding Cards

Figure 3: The Onboarding Card capturing the workflow and decision making process of HAA.
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B.2 The Failure Cards

Figure 4: The Failure Card capturing the recurring flaw of “Intervention vs. Prediction”.

Figure 5: The Failure Card capturing the recurring flaw of “Target-Construct Mismatch”.
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Figure 6: The Failure Card capturing the recurring flaw of “Distribution Shift”.

Figure 7: The Failure Card capturing the recurring flaw of “Limits of Prediction”.
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Figure 8: The Failure Card capturing the recurring flaw of “Disparate Performance”.

Figure 9: The Failure Card capturing the recurring flaw of “Lack of contestability”.
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Figure 10: The Failure Card capturing the recurring flaw of “Goodhart’s Law”.
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B.3 The Mitigation Cards

Figure 11: The Mitigation Cards used in the study.
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