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ABSTRACT

AI control mechanisms like accountability procedures or technical standards are usually subpolitical: decisions are primarily debated and made within circumscribed subsystems of experts or interest groups, like the professional community of data scientists. However, AI systems are more deeply intertwined with a wider sense of politics than these mechanisms contemplate. In Winner's dual senses, they are increasingly political as they settle disputes within political communities through their design, invention, and arrangement, and inherently political as they reciprocally contribute to and are sustained by patterning of economic, social, and political orders. This work, therefore, draws upon political theory to argue for democratically controlled AI beyond individual notions of accountability. In its weaker form, it demands substantive, rule-bound oversight of state actors’ use of AI systems, seeking to remedy historical tendencies toward extra-legal surveillance and strengthen accountability beyond individuals. Conversely, the stronger form advocates for comprehensive democratic control over all facets of AI, even by questioning the permissibility of AI within particular socio-economic spheres, as these systems are becoming fundamental parts of our collective life. I sketch the necessary institutional frameworks to operationalize these two forms of democratic control: first, for the “weak” form through the concept of a “control” power separate from the executive from Sun Yat-Sen’s political thought, and second, participatory institutions such as citizens’ assemblies. Finally, I discuss actions data scientists can take without legal frameworks for control: furthering new social imaginaries of AI that foreground the possibility of control and involving affected communities in decision-making around AI systems. The concept of democratic control is then both a measuring stick for existing standards and legislation and a clarion call for future advocacy.
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1 INTRODUCTION

Given the encroachment of AI systems into new domains of social, economic, and political life, there is a need for effective mechanisms to control their design, deployment, and use. Otherwise, software code, along with its embedded norms, acts as a form of social regulatory tool rather than being subordinate to democratic politics [59]. This is occurring everywhere from Kentucky to Telangana, where error-prone AI has caused significant issues with falsely flagging fraud within social welfare programmes [25, 63]. Existing proposals to bring AI back under social control have, for example, focused on responsibility for private vendors of AI systems [15] or individual decision-makers [59], or alternatively broadening out participation in AI development [7]. There are also many suggested or actual governance mechanisms to secure fairness, transparency, and accountability through technical standards, ethical codes of conduct, corporate controls through contracts and licensing, and most recently, the draft EU AI Act [26]. Individual and organizational accountability is, of course, essential — it incentivizes better outcomes and ensures, at the very least, that there is an agent to pin injustices on, drawing a distinct line between blameworthy mistakes (i.e. those due to human agency and choices) and moral bad luck. Likewise, participation is a laudable goal and fits with democratic principles around the moral requirement for consent in the processes that affect you, but it can be co-opted to fit corporate ends [7].

However, these proposals do not go far enough — I argue that AI needs to be brought under democratic control to broaden out value-laden discussions and decisions on fairness, accountability, and transparency from the venues of Beck’s “subpolitics”: politics within a subsystem of society. These include standards-setting bodies or amongst data scientists, academics, professionalized civil society groups, and even FAccT itself. These “subpolitical” domains are where differences of opinions are often solved using set methodologies, research questions, or standards of evidence, bound together by a delimited range of future employment opportunities [4]. But given their typical circumscription by qualifications or narrow kinds of expertise, they necessarily exclude a multiplicity of voices and
range of lived experience, try as they might. Further, most initia-
tives do not directly address decisions that are required to give the
people a genuine voice regarding the deployment, development, and
use of AI. For instance, they all exclude considering whether AI
should be deployed in a given domain, like child protection, beyond
very narrow categories of banned systems in the AI Act. I shall dis-
cuss "weak AI" systems in this paper, though the arguments are if
anything, strengthened and the need for control accelerated in time
by the potential presence of "strong AI" that might permanently
preclude the possibility of control.

I first show that AI systems are both incidentally and inherently
political and, therefore, proper objects of democratic control. I then
turn to a "weak" notion of control, notably control over only govern-
ment use of AI systems by a state’s citizens through a transparent,
rule-bound electoral order [53]. I show why even this notion is
often not adhered to due to extra-legal surveillance, and I propose
regulatory structures inspired by the idea of a separate "control"
arm of the government [76]. I then substantiate a "strong" notion
of control, drawing on proposals for democracy in our broad so-
cial and economic life, here because AI systems are becoming part
of the fabric of our shared existence [30] and technology should
be returned to its correct place as a set of means for achieving
human flourishing rather than as an end-in-itself [71, 73]. Taken
together, democratic control ought then to include regulation of
consequential AI technologies and the ways those technologies are
developed, deployed, used, and embedded in physical hardware.
Throughout, I sketch how these notions might be implemented
(by the "how" of control), considering both institutional design and
alternatives that data scientists might pursue in the face of political
inaction. I will demonstrate, indeed, that neither current regulations
nor accountability proposals meet either of the normative thresh-
holds for democratic control, which the remainder of this paper will
flesh out using the tools of political theory.

This paper adds to a growing literature on the democratiza-
tion of AI, for example, through calls for citizen governance of
Big Tech platforms [3] and algorithms broadly [10], for improving
the democratic quality of administrative and executive elements of
decision-making on AI [32], and finally calls for democratizing
notions of algorithmic fairness [75]. I analyze what meaningful
democratic control might mean in the context of the ways in which
AI is truly political rather than just socio-technical systems. This
differs from past scholarship as it focuses on whether "the peo-
ple" write large meaningfully control AI systems rather than just
whether AI developers or users are held accountable and how we
might assess and strengthen the extent of such control. In terms of
relevance for policymakers and practitioners, there are three clear
contributions:

(1) democratic control serves as a valuable set of benchmarks
for evaluating existing standards and legislation while con-
currently serving as a compelling call for future advocacy,
(2) that in the absence of meaningfully imposed control, practi-
tioners should seek to avoid projects that have the potential
to actively diminish control and
(3) AI systems should be thought of as explicitly political, and
that regulation, therefore, needs to enshrine meaningful in-
put into where and if AI systems are used, not just enumerate

This paper is intended to spark debate on democratic control issues
and interest within FAccT about political theory, and as such I
will not discuss in great detail the important related work done
on how to run citizens’ assemblies or other tools of democratic
participation.

2 ARE AI SYSTEMS PROPER OBJECTS OF
DEMOcrATIC CONTROL?

I argue here that we ought to consider AI systems worth controlling
by democratic states because, in Langdon Winner’s two senses, they
are both incidentally and inherently political.

They are incidentally political as their invention, design, and
arrangement give new opportunities to settle political issues within
and across communities [72]. This can be direct; for example, even
error-ridden AI can further austerity politics in social welfare sys-
tems because of the difficulty of appealing automated decisions [25].
More broadly, AI systems can constrain what can be reasoned about
and consider how citizenship rights and economic opportunities
are conditioned based on coming to ‘know’ some households or
individuals as riskier than others [11, 58]. AI systems also deepen
the characterizing and othering of racialized individuals, as part of
the “New Jim Code” [6], for instance, through the selective use of
predictive systems according to racial stereotypes [1]. There is a
particular future need to understand how fairness problems exist
in the Global South [67], but given social contexts of ethnic, caste,
and class discrimination across a range of countries, such American
findings are likely to be replicated elsewhere. These processes can
affect either distributive justice or “who gets what” through the
material allocation of resources, or procedural justice, which is
“having adequate and fair processes”. However, holding the design-
ers of systems accountable might be insufficient if the harm results
indirectly through AI systems, diminishing the role of human ex-
pertise in irreversible ways. In Kentucky, even when an error-prone
automated fraud detection system was withdrawn, the deskilling
and automation of social work remained [25].

AI systems are also inherently political; that is, they both en-
courage the existence of and thrive in particular kinds of social,
economic, environmental, and political orders [72]. AI-driven news
algorithms can undermine conditions for self-rule in democracies
by controlling the information environments within which citizens
make decisions [35]. Large technology corporations may come to
control who knows what and how that knowledge is distributed
[78]. The use of AI systems by states in surveilling and making
life-changing decisions about individuals in, for instance, crim-
inal justice [2, 25, 77] and child protection contexts [21, 25, 36]
can serve to centralize and often outsource levers of control of
often vulnerable populations. As a particular problem for notions
of accountability, the action of the AI system in aggregate might
be at fault rather than the decisions of a single decision-maker,
which can (at least in principle) be appealed. However, AI systems
beyond states can also have reciprocal relationships with particu-
lar patterning of social orders. Training Large Language Models
(LLMs) requires extensive computational power and so is more
compatible with centralized, oligopolistic market structures [12].
Through their material embodiment in hardware, LLMs are also part of extractivist supply chains that contribute to climate change and ecosystem degradation [5, 14].

This essay adopts, in general, the democratic principle that those who participate in, use, or are affected by an activity ought to control it, sometimes called the ‘deliberative turn’ in democratic theory. That is in recognition that humans are neither entirely atomistic nor entirely constituted into some collective whole like the nation or humanity, but rather exist in social and economic relationships to each other of varying intensity and causal connection [30]. Dryzek (a leading scholar of deliberative democracy), I think is right to suggest that defensible theories of democracy ought to be critical of established power and traditions (to be robust to that power or traditions solidifying), pluralistic (in recognition that voting is not the only way to exercise power nor a strong means of control), and dynamic to openness (given that circumstances change, such as the existence of certain classes of AI systems) [20].

However, there are four principal limitations to this principle that ought to be respected. In a departure from deliberative democrats, I claim any reasonable answer must respect the fact that states are the primary tool for achieving the conditions for democratic decision-making, including solidarity and establishing clear links between representatives and constituents [61], and are pragmatically the primary mechanism for enforcing laws. Indeed, nation-states are simply very unlikely to cede voting rights to non-citizens, and while theoretical proposals might be aspirational, they should not rely on very unlikely occurrences. Of course, in tension with this, the influence of AI, both technologically and as a powerful organizing idea, is inherently transnational, so there will need to be accommodations made for that (see Section 4.3). The number of decision-making bodies that result from choices of ‘the people’ ought to be limited, given that democratic decision-making can be highly costly [32] and that the concept of an ‘AI system’ is broad enough to encompass thousands of algorithms, many of them relatively unimportant to the social fabric even collectively. Finally, precisely delimiting exactly who is affected by any given activity and how much they are affected is difficult to discern and might rapidly change, leading to ever-changing notions of ‘the people’. It is worth noting that these issues are not problems that are solvable in a static way but rather tensions that need to be dynamically managed, as I will discuss in the rest of this paper.

Still, some might object to the idea that AI systems ought to be controlled at all, and I will briefly address three objections. The first possible objection is that democratic control over such systems might stifle innovation, either harming economic growth or even the potential evolution of the human species according to the transhumanists (see e.g. [27]). In part, this can be resolved by clarifying the bounds of what control might mean (see Section 4.2); for now, I would say it importantly does not mean the public needs to be a guiding hand for every technical decision. More broadly, states have been able to balance the need for technological progress with human flourishing, and ought not we conceive of and debate at least some limits in an age of high technology [73]? The second possible objection is that new forms of democratic control would either detract from existing sources of legitimate democratic power (courts, parliaments, civil service bodies, executive Presidents, etc.) or simply not have the knowledge to exercise the control in a non-empty way [32]. These problems are surmountable, as deliberative bodies often owe their legitimacy to a statutory mandate, have time- or purpose-limitations, and can have expert testimony (albeit this also requires the ability to have competing experts, or else the experts can capture ‘deliberative’ democratic institutions). Finally, it might be viewed as overstepping the boundaries of legitimate state power, especially by political philosophers such as Nozick, who would centre property rights and simply have states be ‘nightwatchmen’ who enforce such property rights [46]. The claim that private property should be absolute as it comes ultimately from individual labour is especially untenable for many AI systems. That is because AI systems: i) often include technologies that are jointly produced (i.e. not just by their owners), ii) often include open-source elements, ii) often include technologies ultimately derived from public subsidy, and finally, iv) are sometimes trained based on unjustly acquired historical datasets [25]. But more broadly, such theories ignore the ways in which human life is interconnected and not fully able to be captured by market dynamics, which is brought into particularly sharp relief by the kinds of effects of AI systems I have just discussed.

I now move on to argue for two thresholds for democratic control: a more minimal sense of control of state use of AI and a more maximalist sense of control of all AI systems.

3 "WEAK" DEMOCRATIC CONTROL
3.1 Why "weak" control?

In this first "weak" sense, I refer to the minimal width to that boundary of what and where it is controlled, notably the object of control is the direct development, deployment, or use of AI systems by nation-states and that is conducted through democratic procedures voted on by their citizens. To combat governments’ tendencies towards extra-legal surveillance and using technological choices to implement political choices tacitly, I identify three essential characteristics of “weak” democratic control: 1) the use of AI systems by governments must be transparent, 2) according to validly enacted laws of which the electorate has at least influence through fair elections, and 3) it should be supervised by an authority independent of the executive.

The first tendency I seek to solve then is that of executive arms to conduct extra-legal surveillance of the citizenry, which has been present for most of post-war computing history [8, 56], but might be supercharged through facial recognition technology and AI-led signals processing. For instance, it is notable that both the Brazilian General Data Protection Law (LGPD) and the EU General Data Protection Regulation contain carve-outs for national and public security, national defence, and criminal prosecution, which alter the level of protections afforded in case of government access to their citizens’ data [31]. Surveillance, if taken far enough, can undermine the idea of self-rule, the normative idea that governments ought to be chosen by those they serve, which most democratic theories view as needing to consist of more than just competition by political parties for power through elections [35]. Indeed, if in a two-party democracy, both parties permit or encourage extra-legal surveillance of a viewpoint or racial minority, then elections could be technically “free” while depriving the people of real choice.
The second tendency touched on in the previous section is to use ostensibly innocuous technological choices to implement significant political decisions through administrative processes. AI then can be a vehicle for the ‘new technocracy’, which is less explicitly anti-democratic than previous iterations of technocracy, instead promoting the idea that technocrats merely help to achieve unambiguously good ends or the purposes of democratically-elected governments [24]. In the AI context, this involves embedding notions of risk through explicit quantification via predictive models and performance management via benchmarking human decision-making against algorithms. However, these are not politically neutral notions – they may serve to identify some families or even whole types of family structures as inherently risky, creating a self-sustaining cycle of interactions with government services [25], or delegitimize arguments for increased funding for support services.

### 3.2 Transparency

As a necessary condition to solve these tendencies, I argue that AI systems used by states must be transparent: at a minimum, citizens must know about their existence and capabilities, as well as other relevant information, to ensure they are answerable to the people. Disclosure could be handled through a registry of AI systems, such as those mandated by Chile [49], Connecticut [62], and the cities of Helsinki [48] and Amsterdam [47].

Why transparency? There are at least three major justifications for transparency in democracies, as summarised in [34]. First, to hold officials and governments accountable, citizens need to know enough salient facts to exercise their rights through the courts or the ballot box. While it may be possible for individuals to make use of this information directly, the volume and complexity of such disclosures often mean they are ineffective without “monitory democracy”, a sufficiently rich set of civil society organizations to digest and consider the implications for citizens and help them hold government to account [37]. Second, states must foster open and candid communication for democracy to thrive more broadly, as a culture of secrecy might decay the legitimacy of the entire democratic order. This is particularly concerning given the low level of trust in AI systems [29] and the fact that users tend to continue to rely on technological systems without trusting them [17]. Finally, there is an argument from the right to know how decisions about one or one’s fellow citizens are made, as that forms part of the legitimacy of democratic decision-making. This is especially concerning as AI explainability techniques as currently envisioned may not even provide the meaningful information on the logic of processing required by the EU’s General Data Protection Regulation (GDPR) [22], let alone sufficiently rich information to be confident in an automated or AI-assisted decision.

What does meaningful transparency consist of? One aspect is clearly the AI system’s existence, alongside truthful disclosure of its intended purpose/s, the provenance of the datasets it was built from (including how representative these are of the subject population), and its broad capabilities. These disclosures should be made with potential users in mind, including through understanding their contexts of use and the need to have relevant information to contest specific decisions or seek redress [45]. It would need to go beyond existing Freedom of Information laws in that this disclosure should be proactive; otherwise, governments have clear incentives to hide potentially unpopular uses of AI systems. The purpose disclosure aspect is critical to highlight so that it is possible to contest whether a system is undergoing scope creep or could have other potential uses. By purpose, I mean something broader than what is called “intended uses” on model cards [43] because it refers to why a system was commissioned and deployed, not just where and how it is intended to be used. However, even this kind of disclosure does not reveal how effective a system is, how it is being deployed, or the effects of deploying the system on communities. To understand the impacts of AI systems, making transparency effective may necessitate imposing a legal requirement to generate new information, such as monitoring and evaluation of systems. A final aspect is understanding how predictions work and become embedded in decision-making, which is essential even with simpler matching algorithms [41]. Otherwise, for example, an algorithm that produces apparently racially fair predictions might be deployed unfairly and disproportionately, resulting in unfair outcomes. In general, transparency might even include the ability for outside organizations to audit the system, although this needs to be balanced against compromising system integrity.

That is not to say that transparency is an absolute requirement. It is unlikely to require the revelation of individual data (except to the affected individual/s themselves) due to the right to privacy. Further, national security interests might agitate for temporal restrictions on disclosing information to subjects on surveillance systems being used on them, though these are open to abuse and would need strong safeguards. That said, there is no reasonable democratic justification for “deep secrets” [54] like the non-disclosure of entire systems. First, while non-disclosure of a system might appear reasonable in the context of intelligence gathering, in many scenarios, foreign states are more likely to have the tools to become aware of a country’s intelligence-gathering AI systems than that country’s citizens. Second, history provides reasons to doubt the effectiveness of even the best procedural safeguards, though at least knowing the existence of a system means some possibility of redress. Third, non-disclosure of a system forecloses the ability to debate whether the entire exercise is legitimate and deprives the citizenry of the ability to ensure whether an AI system is being operated within the bounds provided by law.

Therefore, transparency of AI systems is an essential necessary (if not sufficient) condition for weak democratic control and one that requires at the least knowledge of those systems, though arguably significantly more information than that. However, how should that control then be exercised?

### 3.3 Rule-bound, Electoral Orders and Supervision

I claim two significant constraints need to be placed on governments’ use of AI systems: the need to confine AI to a set of rules decided with at least the causal influence of elections and the need to divorce the power to enforce those rules from the executive.

In general, a rule-bound order is, following Holmes, one where, to a reasonable approximation, the government has to act according to democratically promulgated laws and equal treatment according to law [33]. In the context of AI, I claim that this requires AI systems
to be brought under the control of specific legislation, granting the power to use predictive technology in a specific instance or range of instances. That is, it should not be treated like merely purchasing word-processing software, which is incidental to a public body’s mandate but rather only permissible with an express mandate. Naturally, there is a need for some proportionality to the impact and kind of AI encompassed by the need for specific authorizing legislation, but this is to ensure against the use of AI as a means of covertly achieving political goals without enacting new policies or laws.

How, then, ought those rules to be decided and enforced? One narrow possibility is regular, free elections ensure that there is at least some connection between the preferences of the people and the actions taken by their representatives. In this minimal model, control of AI might be exercised solely through elected officials, as might commonly be done by an elected President or subordinate officers appointed by that President, with oversight provided by parliamentary committees. On one level, this is a necessary part of democratic control, which, paired with transparency and the need for specific rules would allow some form of control over AI systems.

However, I claim that at least in enforcing rules, this should be separated as much as is legally feasible from the executive to ensure that the executive branch does not use AI without authorization or unfairly deploy AI. Sun Yat-Sen [76] developed an analogous idea of a “control” power, separate from the legislative and executive branches, which has its historical origins in the need to govern through extensive and geographically diffuse bureaucracies during imperial China. This control power is held in Sun’s five-power model (adopted partially by Taiwan [9]) as a separate arm of government called the Control Yuan that can impeach and censure officials, conduct audits, and impose corrective measures. Sun was concerned primarily by the ineffectiveness of investing the censure and impeachment powers in the legislature because they might either be overused if the President and legislative majority came from different parties or else not utilized at all. The capacity for corrective measures might be especially important in an AI context, as it was intended to go beyond holding individuals to account to be able to change aspects of a policy held inconsistent with certain basic tenets of liberty. For AI, one might imagine a body being able to cease the application, restrict the deployment, or alter the development of particular AI systems within fixed parameters.

Now, major constitutional reform is too high an ask for democratic control of AI for states following the three-power model. However, an important point is that control of AI, given its relationship to the possibility of AI supercharging executive overreach, should be insulated from the control of that same executive power. Sun suggests that this control power should be elected [76] (a feature not maintained in Taiwan [9]), which could be one mechanism by which a regulatory agency could be insulated from an executive. In many cases, a more potentially legally feasible option might be an agency with a board appointed by the legislative arm of government, removable only for good cause, and which might be mandated to include meaningful representation from a cross-section of stakeholders.

### 3.4 The (in)sufficiency of current regulations

One use for such an ideal of democratic control is critically evaluating current regulatory frameworks and approaches, which I will briefly illustrate.

To begin with, what is the situation where transparency is required for meaningful control of government AI systems? Even the Helsinki [48] and Amsterdam registers [47] contain relatively scant information, missing for many systems, even basic quantification of accuracy or fairness. The registers often disclose the purpose for which an AI system has been deployed, this information is not generally accompanied by consideration of unintended future uses or proof of the purpose being the one stated. The draft EU AI Act text does represent an important step towards meaningful transparency [26], requiring for certain high-risk systems transparency in a centralized open database many of the disclosure aspects discussed previously. Further, it requires that high-risk AI systems be designed and developed to ensure sufficient transparency, with an explicit link to the possibility of users and providers of those systems comprehending how they function. However, these may preempt more exacting national regulations on algorithmic transparency, appear to omit some questionable biometric practices, and do not apply to other “routine” uses of AI [68]. The situation elsewhere is much worse – e.g., the UK White Paper contains no proposals for a register of government (or any) AI systems [19], and the transparency provision of Biden’s Executive Order [55] only applies to specific AI use cases commissioned as a result of the Advancing American AI Act. While Freedom of Information (FOI) requests in some jurisdictions may encourage disclosure of some requests, these require at least the knowledge that a particular system exists and careful navigation of often complex legislative frameworks.

In terms of rules and regulatory independence, while the EU AI Act would ban specific applications of AI, it would allow many routine applications of AI by states to proceed with minimal control and might foreclose the possibility of more restrictive regulation by member states [68]. In other jurisdictions, governments may continue to rely on arguments around incidental powers to treat many applications of AI as part and parcel of everyday governance. The regulators that are the competent national bodies for enforcing the EU Act are also not required to be separate from the executive, unlike data protection bodies as mandated by the GDPR [68]. In the US, regulatory independence from the executive is arguably a less legally tractable problem because of Supreme Court decisions such as Sela Law [50].

Further, all of these regulations fail to allow for decisions on whether certain forms or purposes for AI should be subsidized or prioritized over others, or most broadly, whether we should consider predictive optimization presumptively illegitimate [25, 70]. Instead, they prioritize the notion of largely unchecked innovation and economic growth, even at the expense of the ability of democracies to rein in that innovation or its effects later. Even if accountability mechanisms like the necessity for a human-in-the-loop for all decisions were entrenched, this would not be sufficient for weak control. It would evade more diffuse, aggregate harms such as deskillings helping professions or changing the tone of political argumentation towards technocratic solutions to social problems.
Overall, "weak" democratic control of AI is indeed a high bar: it requires much more than any current system likely provides and should serve as a benchmark to compare with future regulations of governmental AI systems. However, there are reasons to doubt that even this "weak" notion is sufficiently broad, so now I discuss the "strong" forms of democratic control, which extend beyond the use of AI by states.

4 "STONG" DEMOCRATIC CONTROL

4.1 Why "strong" control?

The notion of "strong" control involves widening the sense of democracy from "weak" control in two senses: the power over AI systems to include ostensibly private systems and the "demos" or sovereign people to include mechanisms for control by those affected by particular AI systems. Strong control constitutes a family of notions encompassing diverse potential institutional structures and acceptable breadth, but I delineate the key considerations here.

Why, then, should we adopt this more controversial and broader notion of control?

At its core, to elaborate on Section 2, I adopt the argument that freedom should be seen as the exercise of human agency within the scope of developing ourselves within the context of social relationships, including through relationships of reciprocity [30]. That freedom to develop oneself within a social context on joint projects, taken together with the notion of equality, argues for representation in decision-making concerning human activities that one participates in, is affected by, or uses. Intuitively, then, limitations on the development or use of technology ought to be most justified when they are likely to impede the conditions for the self-development of persons, either by depriving them of a safe physical environment or the opportunity to participate in a political or social one as equals. Those limitations ought to be imposed by a suitably bounded collection of voting persons who represent the interests of those participating in, using, or who are affected by that technology. I also adopt the argument that we should put technology back in its place as a set of means rather than an end in itself, and therefore, the people ought to have a say over the purposes for which that technology is built and used. Why? As previously stated, our technological choices, rather than the mere fact of the existence of a particular technology, structure entire forms of life, rather than merely being "impacts" or "side effects" of some autonomous process [71, 73]. It may be that in doing so, a suitable collective chooses to allow a reasonable level of risk in order to allow for forms of pro-social innovation or simply because developing more advanced AI systems could be seen as a form of individual self-expression, a species of self-development, but this should not be an unthinking default.

AI systems then ought to be controlled because they fundamentally re-order the pace, qualitative type, and scope of economic and political power throughout our collective life and over the lives of specific affected groups. For instance, Amazon's tracking systems enable increasingly fine-grained control of human bodies in factory work. However, in doing so, they also isolate workers, discouraging [16] labour organizing, reinforcing though not predetermining an atomized, micro-targeted, and physically dangerous patterning of labour relations [44, 66]. One could instead imagine tracking items rather than people or recalculating time rates to incorporate buffers for more humane working conditions [16]. What kind of power should be asserted to remake our way of life in this more human-centric way, and who exactly are "the people"?

4.2 Power

In terms of power, I claim that, in proportion to the power a system holds over our collective life, the purposes for which AI systems are used should be the central focus of democratic control as well as high-level constraints on their development and deployment, and then there should be specific, even on-site, controls for especially impactful systems. This should be, through some legally appropriate mechanism, binding. Otherwise, participation becomes either a normatively thin notion with little chance of achieving justice [32], or, at worst, a cynical way of disposing of citizen concerns about technology. Any control exercised here is not absolute: technological change proceeds in multiple directions that can be impossible for any individual or even whole institutions to anticipate, and sometimes control might need to be instituted retroactively. However, the impossibility of complete control is not a strong argument for choosing not to assert even partial control.

To structure further discussion of this issue, there are five senses for "control of technology": technical control (operation in practice like directing a robot), tactical control (who, how, and where technology may be used in a given place, i.e. a factory or a benefits office), design control (formal and technical constraints on development, for instance accuracy metrics), regulatory control (permitted and prohibited uses), and production control (what is allowed to be produced) [30]. While the constellation of elements that constitute strong control should vary with context, most reasonable regimes for strong control would involve regulatory and sometimes tactical control, but generally not direct technical, design, or production control. This likely would nest most of the control elements discussed in the "weak control" section, and indeed, the argument for transparency is likely stronger given the general lack of justifications for partial secrecy derived from national security considerations.

The critical element of control for AI systems broadly is regulatory control, such as input over whether AI is safe for child protection or incentivizing language models that do not produce harmful carbon emissions or create the risk of torrents of fake news. Regulatory control is crucial as production control is typically challenging to exercise over many AI systems. This is because the barriers to entry over building many classes of models are low, typically requiring just coding skills, a laptop, and an internet connection. That is not to say these are not real barriers to participation in building AI, merely that it is a much lower bar than technologies the people can more easily impose production control upon, like vaccines, nuclear power, or foodstuffs. On a more localized level, tactical and regulatory control should enable the enactment of Davis’ proposal for Amazon warehouses [16]. For instance, this could occur through adopting broad rules about tracking technologies on a societal level, supplemented by worker representation at a factory level to supervise tactical control mechanisms. Regulatory and tactical control may not be sufficient for some questions. The people may then exercise indirect control over design by choosing...
to embed particular values in equalities legislation that might only be met by specific fairness metrics, as is arguably already true of EU anti-discrimination law [69]. Similarly, they might even exercise production control in limited circumstances, especially when AI is embodied in consequential and dangerous hardware, with, say, autonomous weapons systems.

There are worries that this power might not be possible for the people to exercise because, for example, certain groups might be less willing or able to participate, or even that the people generally might never have a “sophisticated” understanding of AI systems [74]. However, the people need not choose specific model accuracy metrics or training sets; they ought instead to be involved in questions around what values a system embodies, review claims from experts around the impacts of systems, and make binding rules on the control of such systems. They could be aided by an expert secretariat, with appropriate representation from a variety of disciplines, in order to ensure that technocrats do not amass power over such bodies by determining the course of the debate, as Wong et al. worry [74]. Alternatively, experts could be subject to adversarial questioning, as proposed by Pamuk [52], to engage with the values and interests guiding research. The willingness argument is more difficult to overcome and is subject to more local nuances about the wariness of formalized or state institutions. However, if sincere efforts are made to give power, not just a voice, to underrepresented groups, and there is investment in their participation, then some of those issues might be overcome. Further, there is a long history of participatory democracy being either proposed by political theorists (see e.g. [20], [57], [38]) and a particular interest in their use for climate issues (see e.g. [20], [23]), which can be drawn upon in thinking about the design of such institutions.

4.3 People and Participation

That said, even if it is possible to delimit what kind of power should be exercised, who ought to exercise it?

I now give one answer to how these conditions might be satisfied: an interlocking system of “vertical” domestic whole-of-society citizens’ assemblies on the broad purposes and allowable uses of AI, international fora for dispute resolution, and citizens’ assemblies on “horizontal” issues like the use of AI in children’s social care or policing. I then briefly consider the primary status quo (standards-setting).

At a macro-level, there ought to be citizen-wide participation in selecting the general purposes for which AI should be permitted to be deployed, along with a general selection of values and norms it ought to embody. This aligns with a “condominium model” of democracy, where there is an entrenchment of agreed-upon aims and purposes for a democracy [53]. The “condominium model” contrasts a more minimal form where parties contest and non-violently transfer power through elections, which can lead to relatively weak forms of popular control over power. It ensures that democracy is normatively “thick”, embodying a shared set of values, rather than merely a “thin” procedure for law-bound resolution of particular kinds of political disputes [32]. I prefer to leave the shape of this body open to further debate. However, I have in mind a citizens’ assembly that might promulgate initial rules, followed by a successor body that would meet at regular intervals to consider if technological developments necessitated reopening debate. One reason for not making debates over values continuous is that it would otherwise compete with national parliaments for legitimacy.

Given the international character of AI systems, this would require transnational fora. As these are likely to become difficult to make legally binding on states, they are not perfect substitutes for a cosmopolitan, international democracy. Further, the various national bodies on AI might produce conflicting visions of deploying these technologies, as governments have so far. However, it is worth recognizing the obvious truth that an international democracy is not likely either on the short timescale required to solve the problems already caused by AI, or indeed at all (especially given the continuance of non-democracies, the idea of nationalism and of states that do not exercise effective control of their territories). National bodies at least provide more meaningful control than presently exists, and explicit transnational fora could pressure states into compromise. National bodies also might be able to resolve issues with third-party states by, for instance, refusing to allow AI systems that contribute to climate change excessively or are only possible with exploitative mining practices.

On a “horizontal” level, descending from the high-level debate on values, there ought to be bodies tasked with deciding on the acceptability and rules around AI in specific high-importance sectors (ideally with the coverage chosen by the macro-level body), such as social care or news media within a given state. One might object that who is affected changes too often, but there are often intuitive answers, which may need contesting over time as technology and society evolve. For example, in aged care, this might include representatives for seniors, those who run care homes, the staff of those homes, and at-home carers. It may also include some representation for specialized AI companies that provide tools for aged care. To be fair, this process might require some oversight to ensure that new groups can contest their exclusion from particular “horizontal” bodies.

I prefer to leave how these bodies would be chosen and voting rules relatively open, but they ought to balance how much different groups are affected and the size of different groups. In terms of group size, it is important to consider whether this originates from historically discriminatory processes of narrowing citizenship [40]. It may also be necessary to balance the potentially more inclusive idea that those in these bodies would be randomly selected from the included groups with the need for more substantive representation by chosen individuals who might be seen to represent the group’s views better. One final issue here is that some groups, especially children or specific groups of vulnerable adults, might be unable to fully participate in this kind of decision-making due to impaired capacity to do so. Any such body ought to carefully weigh having these groups participate as much as possible and having “virtual” representation through advocacy groups with their own agendas, interests, and values.

The setting of standards for AI is particularly central to the EU AI Act, with a presumption of conformity for systems certified as meeting set standards [26]. It is also a feature promoted by the UK White Paper [19] and US Executive Order [55]. However, standards-setting, while an important part potentially of the design process, is, as stated in the introduction, a creature of subpolitics [4]. It cannot meet the normative standard for strong control because it
does not attempt to have a democratically legitimate franchise, and it leaves value-laden choices open to experts and interest groups with their own narrow sets of interests. Indeed, standards-setting has been shown to, while appearing politically neutral, be riven by distributional conflicts between groups of companies [60] and involvement in international trade disputes [42].

Therefore, while delimiting "the people" is fraught practically and normatively, an interlocking series of citizen-led participatory institutions that derive power from nation-states, I suggest, is one route forward. Given the urgency of controlling AI systems, it seeks to trade off the feasibility of proposed changes within current political and economic orders with the need to have meaningful participation and power for affected persons over the influence of AI systems on their lives.

5 WHAT SHOULD DATA SCIENTISTS DO IN THE ABSENCE OF POLITICAL ACTION?

Securing either the weak or strong notions of democratic control that I have set out would, nonetheless, require substantial legal and political reforms. In their absence, I suggest two imperfect substitutes: first, data scientists should aim to approximate control by encouraging informal participation of those affected by their AI systems and refraining from building systems that impede control, and second, they should contribute to more accurate social imaginaries of AI in order to help create the conditions for democratic control.

5.1 Informal Control

One stop-gap measure if control is not yet imposed through the establishment of formal institutions is to approximate what that control might otherwise have looked like voluntarily, though such participatory AI initiatives often fall short of meaningful inclusion [7]. However, what would this need to be meaningful, and where might it obstruct material and legally binding democratic control? On one level, a partial alternative to participatory democracy is more informal involvement of affected stakeholders in developing and deploying AI systems, for example, through consultation, advisory councils, or informal incorporation of public values into decisions about the intended purposes of particular AI systems. More broadly, technology companies and data scientists ought to refrain from designing AI in domains that meet with widespread public disapproval (if this occurs) or are especially likely to have harmful, non-intended uses. That would be especially true of AI systems that might harm the social conditions that sustain democracy by, for instance, depriving persons of agency over the content they read [35, 78].

However, in taking these actions, data scientists should be mindful of structuring and communicating about these forms of "approximating control" in ways that show they are steps towards democratic control rather than replacements for control. There is a clear and present danger in creating the appearance of democratic control through the invocation of constitutional metaphors. A notable example of this is Meta’s use of quasi-democratic language in setting up its Oversight Board by using the phrase "people" instead of customers in its bylaws (invoking "We, the People") or references to the board as a "supreme court". At the same time, the amount of actual democratic participation in that body is minimal, and it lacks democratic legitimation. The problem is that this may stymie actual mechanisms for democratic control, as the argument would be that they are redundant and merely duplicate existing oversight [13]. That is particularly worrying because historical examples of where informal regulatory mechanisms have eventually become binding on participants occurred in localized situations with relatively equal participants (vs. transnational AI with especially in the LLM field few prominent players), similarities of interests (vs. highly divergent economic and social interests with AI systems), credible commitments (vs. voluntary, non-binding commitments by tech companies), and the availability of mutual monitoring (vs. low transparency of AI) [51].

Therefore, in the absence of legally binding democratic control, one substitute is approximating the regulations that a hypothetical control mechanism would impose. However, that should not occur through the appearance of democratic control but rather meaningful attempts at eliciting the participation of affected communities and reflectively considering what technologies ought to be built.

5.2 New AI Imaginaries

In the absence of political leadership, a second core task for data scientists as a profession is contributing to or amplifying more productive imaginaries of AI: that is, the ways we imagine and have expectations around AI systems, how they fit into our social fabric, and the ethical notions and narratives that undergird those expectations [64]. Taylor argues that even the possibility of modern democracy is based around social imaginaries like a public sphere where ideas are debated openly on an equal playing field or a formally equal, self-governing people [64]. Political elites respond to social imaginaries because they grow up embedded in and shaped by those ways of viewing the world and because they co-create the preferences and priorities of the voting public.

Our current social imaginary of AI is dominated by technoscientific ways of thinking, which privilege three sets of claims: progress is inevitable, that AI is only present as disembodied, masterful algorithms rather than also materially manifested in both production and hardware, and that we should tend to view social problems as engineering problems [14]. The inevitability of AI progress continues a history of perceiving modern technological change as autonomously progressing without reference to or the desirability of any specific set of social purposes, except perhaps continued economic growth and higher productivity [71, 73]. On disembodiment, AI is imagined as producing new, even ‘alien’ insights while depending on data gathered from poorly paid labour for classifying images and image taxonomies that encode eugenicist or racist assumptions [14]. Indeed, even the reasons that AI might outperform humans at certain kinds of predictive tasks – such as potentially being able to see more and a more comprehensive range of cases, and therefore suffer less from inferring from small numbers [65] - are often de-emphasized in favour of explanations around this “alien” quality of machine predictions. Social problems are often portrayed as solely due to a lack of information or human decision-making errors rather than investment in social welfare, allowing for the uncritical adoption of predictive technology [25]. This social imaginary potentially undermines the notion of an equal,
sufficiently address harms arising from the entire system being
occurs too late for those already harmed by a system and does not
pear to be purely aesthetic or outside hard-nosed political debates,
they are worth reflecting on and contributing to the reshaping of as
they can constrain or enable whether AI is viewed as controllable
and worthy of control.

6 CONCLUSION
Political theory and debates about AI systems have suffered from
(relative) mutual neglect, with Gabriel pointing out, for example,
that liberal democratic theory often assumes away the particulars
of technological systems [28]. However, as I have shown here, both
disciplines should be more invested in the other, just as their objects
of study are interconnected. Political actors can not just misuse
AI systems to settle particular disputes; instead, whole political
mechanisms by which particular objectives will be brought about,
controlling bureaucracies through supervisory powers.
Further, they have more power to speak on the uses and path of
development of AI technologies than most citizens, as news organi-
izations potentially view their perspectives as more important and
credible. In doing so, there is the possibility of taking up too much
space in public discourse and of, as Benjamin puts it (regarding de-
sign studies), diminishing “generic” human activities and speech in
the guise of branded or jargonistic methodologies [6]. Further, the
relative economic privilege of data scientists might tend to shield
them from the real harms of the algorithms they make [18]. One
potentially counteracting move is to amplify the voices of those
already weaving dissonant narratives, whether through civil society
activists or less conventional sources for political arguments, such
as science fiction. Therefore, while narratives of AI then might ap-
pear to be purely aesthetic or outside hard-nosed political debates,
they are worth reflecting on and contributing to the reshaping of as
they can constrain or enable whether AI is viewed as controllable
and worthy of control.
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