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ABSTRACT
In many prediction problems, the predictive model affects the dis-

tribution of the prediction target. This phenomenon is known as

performativity and is often caused by the behavior of individuals

with vested interests in the outcome of the predictive model. Al-

though performativity is generally problematic because it manifests

as distribution shifts, we develop algorithmic fairness practices that

leverage performativity to achieve stronger group fairness guaran-

tees in social classification problems (compared to what is achiev-

able in non-performative settings). In particular, we leverage the

policymaker’s ability to steer the population to remedy inequities

in the long term. A crucial benefit of this approach is that it is

possible to resolve the incompatibilities between conflicting group

fairness definitions.
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1 INTRODUCTION
Automated decision-making and support systems that rely on pre-

dictive models are often used to make consequential decisions in

criminal justice [7, 59], lending [54], and healthcare [16], but their

long-term impacts on the population are poorly understood. Most

prior work on algorithmic fairness assumes a static population and

focuses on allocative equality [12]. For example, consider the com-

mon fairness definition equalized odds [28]. It requires a predictive

model to incur false positives and false negatives at equal rates

across demographic groups; i.e. it requires the model to allocate
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errors equally between groups. It does not consider long-term im-

pacts of errors across demographic groups: for example, it may be

easier for members of an advantaged group to overturn an error (as

compared to members of a disadvantaged group), so errors are more

consequential for the disadvantaged group. In the long term, this

can exacerbate inequalities in the population in ways that simply

enforcing equalized odds cannot address.

Motivated by concerns about the long-term impacts of predictive

models, there is a line of work that embeds predictive models as

policies in dynamic models of populations and studies how predic-

tive models steer the population [13, 29, 34, 63]. Following this line

of work, we study the enforcement of group fairness in the long

term. Our contributions are as follows.

(1) We formulate a new long-term group fairness constraint

inspired by algorithmic reform/reparation [15, 24], as well

as long-term versions of the three traditional group fairness

constraints.

(2) We show that as long as the policymaker has enough flexibil-

ity in the way they remedy historical inequities, it is possible

for them to steer populations towards a reformed state while

maintaining group fairness. As a consequence, this shows

that it is possible, in the long term, to simultaneously satisfy

traditionally conflicting group fairness constraints.

(3) We provide a reduction framework for computationally en-

forcing long-term group fairness. The convergence rates and

generalization guarantees of this framework are provided.

As mentioned, a key consequence of our results is that in the long

term, it is possible to simultaneously remedy historical disparities

and satisfy multiple group fairness definitions that are traditionally

incompatible. This is in contrast to previous research on compatible

group fairness. The common theme of previous work is that of

avoidance, i.e. practitioners should alter policies so that the different

notions of fairness are fully satisfied at separate times or relaxed

versions of group fairness are satisfied simultaneously. Instead,

our focus is on resolution of incompatibility of group fairness, i.e.

practitioners should implement policies that eliminate the inequity

that leads to the impossibility of enforcing multiple forms of group

fairness.

1.1 Related Work
We first cover the prior work on resolving group fairness incompat-

ibilities, this is a non-exhaustive list and a thorough survey is given

in [57]. The study of incompatibilities in group fairness was initi-

ated simultaneously by the impossibility results in the works [9, 36].

In the years since then, researchers have sought to extend these

results and modify fairness practices to partially resolve them. The

https://doi.org/10.1145/3630106.3658929
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work [3] covers impossibility results for several group fairness met-

rics derived from confusion matrices in the context of recidivism.

Beyond just group fairness, trade-offs between optimal accuracy,

fairness, and resource allocation for different groups have also been

explored [17, 56]. The line of work [6, 37, 43] studies algorithmic

fairness in ML systems with human elements, although ultimately

the aggregate decision making process (human plus machine) is

still burdened by impossibility theorems. Another avenue of ap-

proach is to relax the sufficiency and separation requirements to

compatibility [8, 25, 41, 51, 56], although direct trade-offs between

fairness notions remain, and often such relaxations do not guar-

antee a desired level of fairness. Philosophically, our work aligns

with the recent idea of substantive fairness, which argues that poli-

cies should aim to eliminate historical inequities, treating causes

of disparity rather than symptoms of disparity [15, 24]. One of the

main contributions of this work is to formalize substantive fairness

into an algorithmic framework and study the feasibility of erasing

historical disparities with ML systems.

Concern amongst the fairness community regarding the long-

term impacts of predictive models has grown, originating with a

line of work that models fair policies and populations as a dynami-

cal system[13, 29, 34]. The long-term fairness framework that we

study is based on the recently developed idea of performative pre-

diction, a line of work that studies model-induced distribution shift

[5, 32, 45, 46, 53]. Closely related lines of work on the enforcement

of fairness in performative settings include [18, 58, 63, 64]. The

first designs a Markov chain oriented framework of performative

fairness, the second solves the problem of estimating down stream

fairness impacts of policies, the third studies fairness in strategic

environments though not with a goal of compatible group fairness.

In general, these generally consider a stateful performative predic-

tion setting and cast the task of steering the underlying dynamical

system as an optimal control or reinforcement learning problem. In

contrast, our problem setting prioritizes the discrimination at the

steady state and is not concerned with intermediate time steps.

Although it predates performative prediction, strategic classifica-

tion [27] is a common example of performative prediction. As such,

attention has been paid to the study of fairness in strategic settings.

The authors of [19] show that traditional fairness interventions in

strategic settings can actually exacerbate discrimination. A similar

perspective on traditional fairness constraints in strategic settings

is given in [39]. In [65] the effect of fairness interventions on the in-

centive for strategic manipulation is studied. The work [31] shows

that cost discrimination in strategic classification will cause viola-

tions of group fairness constraints in the long term. The authors

of [40] also study cost discrimination in strategic classification,

showing that subsidies for the disadvantaged group can alleviate

discrimination concerns. The common goal for each of these works

(and others in this area) is to study how strategic interventions

make discrimination worse if either no fairness intervention is used

or if a *traditional* fairness intervention (that does not account

for strategic agents) is used. The key difference between this line

of work and our work is that this line of work considers strategic

behavior as a problem to be overcome, while we leverage strate-

gic behavior for greater fairness achievement than is possible in

non-strategic environments.

The running example of performative prediction/ a strategic set-

ting in this paper is labor market models; the study of such models

has a rich history in economics and long precedes the idea of per-

formative prediction. A comprehensive survey of this field is given

in [20]. The works [2, 55] presented initial labor market models

and analyzed the equilibrium of these models at the worker level.

In [55], discrimination in labor markets due to exogenous groups

is studied, while [2] surprisingly shows that even markets with

endogenous groups will have discriminatory equilibrium. Later, the

authors [10] formulated these ideas in the celebrated Coate and

Loury model of labor markets. Extensions on this model are numer-

ous; the authors of [50] and [49] develop a model where wages are

set by inter-employer competition and groups of workers actually

benefit from discrimination of others. The line of work [11, 21–23]

studies the efficacy of color-blind policies in preventing discrimina-

tion. We will primarily work with our own models of labor markets,

inspired by [60, 62].

Our primary goal is to study the feasibility of (fairly) equating

response distributions between two groups in the long term. This is

closely related to the goal of incentivizing agents to improve some

desirable quality. The authors of [47] show that this involves causal

modeling, and our work is no exception: various labor market

models will play the role of the causal model in our study. The

works [48, 62] focus on improving the agents’ overall welfare; they

show that there is often a trade-off between the learner and the

agents’ utilities. Performative power [26] measures the ability of the

learner to steer the agents in performative prediction. As we shall

see, the firm in the aforementioned labor market models possess

enough performative power to equate ex post response distributions

despite ex ante disparities between the two groups. Finally, the

causal strategic labor market model that we develop is an example

of an outcome performativity problem. outcome performativity is

introduced in [35] along with efficient omniprediction algorithms

for outcome performativity problems. In general, the novelty of

our work is our focus on a) driving improvement with the goal of

equating disparate groups and b) doing so without discriminating

against the advantaged group.

2 GROUP FAIRNESS IN PERFORMATIVE
POLICY LEARNING

Consider a binary classification problem in which samples corre-

spond to a population of individuals invested in learned policies

(often referred to as strategic agents) characterized by 𝑍 = (𝑋,𝑌 ) ∈
X × {0, 1} and a protected attribute denoted𝐺 . This setting is char-

acterized as a problem in performative prediction. Performative

prediction is a distribution shift setting, where the implementa-

tion of a policy 𝑓 : X × 𝐺 → {0, 1} triggers responses from the

individuals invested in the policy, leading to a new distribution of

data D(𝑓 ,𝐺) ∈ Δ(𝑍 ×𝐺). Throughout, we will assume that group

proportions remain constant (say P(𝐺 = 𝑔) = 𝜆𝑔) for any policy 𝑓 .

Under this assumption, we can write

D(𝑓 ,𝐺) =
∑︁

𝜆𝑔D(𝑓 ,𝐺) |𝐺 = 𝑔 ≜
∑︁

𝜆𝑔D(𝑓 , 𝑔) (2.1)

In performative prediction, The policy maker’s goal is to make a

policy that maximizes their expected reward, taking into account
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the strategic response of the individuals to their decisions:

max𝑓 ∈F EPR(𝑓 ) ≜
∑︁

𝜆𝑔E𝑍 ′∼D(𝑓 ,𝑔)
[
𝑟 (𝑓 (·, 𝑔);𝑍 ′)

]
, (2.2)

where F is a policy class, D(𝑓 , 𝑔) is the distribution map that

encodes the long-term impacts of the policy on the subset of the

population with sensitive trait value𝐺 = 𝑔, 𝑟 (𝑓 (·, 𝑔); 𝑧) is the policy
maker’s reward function that measures their reward from applying

a policy 𝑓 to an agent 𝑧 (this agent also has group membership

𝑔), and 𝜆𝑔 is the proportion of the population with sensitive trait

value 𝐺 = 𝑔. The objective function in (2.2) is often called the

performative (expected) utility and measures the ex post reward

of policies. Throughout this paper, we will mark random variables

drawn from an ex post distribution as 𝑍 ′ = (𝑋 ′, 𝑌 ′).
A recurring instance of performative policy learning in this work

is the hiring firm’s problem in Coate-Loury-type models of labor

markets [20].

Example 2.1 (Continuous labor market example [61]). Con-

sider an employer that wants to hire skilled workers who reside in one

of two identifiable groups 𝐺 ∈ {𝐴, 𝐷};𝐺 ∼ Ber[𝜆]. The workers are
represented as (𝑆, 𝑋,𝑌,𝐺) quintuples. 𝑆 ∈ R is a worker’s (latent) base
skill level, 𝑌 ∈ {0, 1} a workers productivity and 𝑋 ∈ R be a noisy

productivity assessment (e.g. the outcome of an interview). Through-

out, it is assumed that conditioned on 𝑆 , productivity is independent

of 𝐺 and that

𝑌 |𝑆 𝑑
= Ber[𝜎 (𝑆)] .

The productivity assessment 𝑋 is independent of 𝐺 given 𝑌 and

specified by a conditional CDF

𝐼 (𝑋 | 𝑦) ≜ P{𝑋 ≤ 𝑥 | 𝑌 = 𝑦}

that decreases in 𝑦 (at a fixed 𝑥). We note that this also specifies the

generation of 𝑋 as

Φ(𝑋 | 𝑠) ≜ 𝜎 (𝑠)𝐼 (𝑋 |1) + (1 − 𝜎 (𝑠))𝐼 (𝑋 |0).

Intuitively, the assumption that 𝐼 (𝑋 | 𝑦) decreases in 𝑦 at a fixed 𝑥 ,

requires the productivity assessment to be “unbiased” (in the sense of

a statistical test). Under this unbiased assumption, the optimal hiring

policy for the firm is of the form 𝑓 (𝑥, 𝜃, 𝑔) = 1𝑥≥𝜃𝑔 . Let𝑢 (𝑓 , 𝑦) be the
firm’s received utility from hiring (𝑓 (𝑥) = 1) or not hiring (𝑓 (𝑥) = 0)

a worker with productivity 𝑦. The firm’s expected utility for policy

𝑓 : R × {𝐴, 𝐷} → {0, 1} is E
[
𝑢 (𝑓 (𝑋,𝑔), 𝑌 )

]
, so the firm’s utility

maximization problem is

max𝑓

∑︁
𝜆𝑔E

[
𝑢 (𝑓 (𝑋,𝑔), 𝑌 )

]
.

As in [10], we allow the workers to improve their skills (at a cost) in

response to the firm’s policy. Let 𝑤 > 0 be the wage paid to hired

workers and 𝑐𝑔 (𝑠, 𝑠′) > 0 be the sensitive trait dependent cost to

workers of improving their skills from 𝑠 to 𝑠′. We assume 𝑐 is non-

increasing in 𝑠 and non-decreasing in 𝑠′. The expected utility a worker
with group membership 𝐺 = 𝑔 receives from increasing their skill

level from 𝑠 to 𝑠′ is

𝑢𝑤 (𝑓 , 𝑠, 𝑠′, 𝑔) ≜
∫
R
𝑤𝑓 (𝑥,𝑔)𝑑Φ(𝑥 | 𝑠′) − 𝑐𝑔 (𝑠, 𝑠′),

so a strategic worker changes their skill level to maximize their ex-

pected utility. We encode the ex-post workers’ skill level, skill level

assessment, and productivity as

𝑆 ′ ≜ arg max𝑠′𝑢𝑤 (𝑓 , 𝑠, 𝑠′, 𝑔),
𝑋 ′ | 𝑆 ′ ∼ Φ(𝑥 | 𝑆 ′),
𝑌 ′ | 𝑆 ′ ∼ Ber[𝜎 (𝑆 ′)]

Note that the (conditional) distribution of a worker’s skill level assess-

ment, given their skill level, remains the same before and after the

worker changes their skill level. To account for the strategic behav-

ior of the workers, the firm solves the performative policy learning

problem:

max𝑓

∑︁
𝜆𝑔E𝑍 ′∼D(𝑓 ,𝑔)

[
𝑢 (𝑓 (𝑋 ′, 𝑔), 𝑌 ′)

]
The workers do not respond instantly to the employer’s hiring

policy; it takes them a while. Thus, we interpretD(𝑓 ,𝐺) as the long
term distribution of the workers’ skill levels and assessments in

response to the employer’s hiring policy. More concretely, imagine

a labor market in which the workers slowly turn over: new workers

enter the workforce and old workers retire constantly. As workers

enter the workforce, they make their human capital investment

decisions in response to the employer’s (contemporaneous) hiring

policy. Over a long period, the labor force population will converge

to D(𝑓 ,𝐺).

2.1 Standard fairness constraints are
insufficient in performative prediction

The standard way to enforce fairness in policy learning problems is

to equalize certain fairness metrics between demographic groups

(indicated by a demographic attribute 𝐺 ∈ G). This is often done

by imposing fairness constraints on the policy learning problem.

In general, fairness constraints fall into one of three types:

(demographic parity DP) 𝑓 (𝑋 ) ⊥⊥ 𝐺,
(separation) 𝑓 (𝑋 ) ⊥⊥ 𝐺 | 𝑌,
(sufficiency) 𝑌 ⊥⊥ 𝐺 | 𝑓 (𝑋 ).

To see each of the traditional group fairness constraints in action,

consider example 2.1. Enforcing separation requires identical ex-

ante hiring rates between workers from the advantaged and dis-

advantaged groups with the same skill level, while enforcing suffi-

ciency requires the ex-ante (distribution of) skill levels of the hired

workers from the majority and minority groups to be the same. Fi-

nally, enforcing demographic parity simply requires that the ex-ante

hiring rites for individuals be the same across the groups.

In the long-term setting, there are two main issues with such

group fairness constraints. First, they only focus on the policy and

not its long-term impacts on the population: the policy 𝑓 appears in

all three constraints, but the distribution mapD(𝑓 ,𝐺) that encodes
the long-term impacts of 𝑓 is absent. In other words, group fairness

constraints enforce equal treatment, but ignore the long-term im-

pacts of equal treatment on the population. Consider example 2.1,

only ex-ante quantities of the workers are considered. This leads

us to consider constraints that focus on the long-term impacts of

the policy on the population. Instead of enforcing ex-ante equal

treatment, we seek ex-post equality of certain fairness metrics.

Second, traditional group fairness constraints are also plagued by

incompatibilities. Despite the intuitive nature of DP, separation and
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sufficiency, [9, 36] prove that it is generally impossible for a policy

to simultaneously satisfy two of DP, separation and sufficiency.

Theorem 2.2 (Chouldechova [9], Kleinberg et al. [36]). It is

impossible to find a joint distribution on (𝑓 (𝑋 ), 𝑌 ,𝐺) that satisfies
two of DP, separation, and sufficiency, unless one of the following

hold:

(1) P(𝑓 (𝑋 ) = 𝑌 ) = 1

(2) 𝑌 ⊥⊥ G

This result is generally interpreted as an impossibility result: it

is impossible to simultaneously satisfy separation and sufficiency.

Although there are two cases in which separation and sufficiency

are compatible, they are considered pathological. The first case,

perfect prediction, is generally unachievable because the Bayes

error rate in most practical prediction problems is non-zero. The

second case, independent responses, is also considered pathological

because the policymaker has no control over the distribution of

responses. However, in performative settings, the policymaker can

steer the population so that response distributions are equal, sug-

gesting that it is possible to resolve the incompatibilities between

separation and sufficiency in performative settings by enforcing

group-independent responses ex-post. In the next section, we build

on this observation to resolve the incompatibility between separa-

tion, sufficiency, and demographic parity in performative settings.

2.2 Equality of Outcomes
The preceding developments suggest that the goal of a fairness-

conscious policymaker should be to eliminate disparities between

demographic groups in the long term (instead of myopically enforc-

ing group fairness regardless of the long term impacts). Because we

are interested in equating the different demographic groups ex-post

(where an individual from each group ends up) rather than equating

the different demographic groups ex-ante (where an individual from

each group comes from), we refer to this constraint as equality of

outcomes.

Definition 2.3 (Eqality of outcomes). A policy 𝑓 satisfies

equality of outcomes with respect to metric 𝑚(𝑓 , 𝑔) if and only if

𝑚(𝑓 , 𝑔) is constant over each possible value of the sensitive trait 𝑔.

We emphasize that fairness metrics 𝑚(·, ·) are not metrics in

the distance sense, but rather a quantity that measures a long-term

outcome of interest for strategic individuals. Since we are interested

in ex-post fairness, each metric will measure quantities associated

with the ex-post distribution (D(𝑓 ,𝐺)). Finally, for simplicity of

presentation, we will present each metric for the case of binary

classification (i.e. both 𝑓 (𝑋 ′, 𝑔) are in 𝑌 ′ ∈ {0, 1}). The extension
to the multiclass or continuous case is straightforward.

The goal of algorithmic reform in example 2.1 is to equalize

the disparities in human capital investment among minority and

majority workers. Choosing the fairness metric in definition 2.3 to

be worker productivity, we can encode this goal as an instance of

definition 2.3.

Definition 2.4 (eqality of responses). A policy 𝑓 satisfies

equality of responses if it satisfies equality of outcomes with respect

to the metric𝑚res (𝑓 , 𝑔) = ED(𝑓 ,𝑔) [𝑌 ′].

Equal responses is a concept of fairness unique to the long-term

setting (and is our interpretation of the aim of algorithmic re-

form/reparation); we note that it does not imply the long-term

analog of group fairness defined next. We opt to refer to equality

of outcomes with respect to any metric containing the policy 𝑓 as

equality of treatment.

Definition 2.5 (Eqality of treatment). A policy 𝑓 satisfies

equality of treatment if 𝑓 meets all the following criteria.

(1) The policy 𝑓 satisfies equality of outcomes with respect to

metric𝑚par (𝑓 , 𝑔) = ED(𝑓 ,𝑔) [𝑓 (𝑋 ′, 𝑔)].
(2) The policy 𝑓 satisfies equality of outcomes with respect to both

metrics

𝑚FPR (𝑓 , 𝑔) =
ED(𝑓 ,𝑔) [1{𝑌 ′ = 0}1{𝑓 (𝑋 ′, 𝑔) = 1}]

ED(𝑓 ,𝑔) [1 − 𝑌 ′]

𝑚FNR (𝑓 , 𝑔) =
ED(𝑓 ,𝑔) [1{𝑌 ′ = 1}1{𝑓 (𝑋 ′, 𝑔) = 0}]

ED(𝑓 ,𝑔) [𝑌 ′]
(3) The policy 𝑓 satisfies equality of outcomes with respect to both

metrics

𝑚PPV (𝑓 , 𝑔) =
ED(𝑓 ,𝑔) [1{𝑌 ′ = 1}1{𝑓 (𝑋 ′, 𝑔) = 1}]

ED(𝑓 ,𝑔) [𝑓 (𝑋 ′, 𝑔)]

𝑚NPV (𝑓 , 𝑔) =
ED(𝑓 ,𝑔) [1{𝑌 ′ = 0}1{𝑓 (𝑋 ′, 𝑔) = 0}]

ED(𝑓 ,𝑔) [1 − 𝑓 (𝑋 ′, 𝑔)]

We we wish to emphasize that requirements one, two and three

are simply the long term analogs of demographic parity, separation

and sufficiency respectively. Thus, the enforcement of equality of

treatment implies the long-term enforcement of multiple fairness

constraints that are incompatible in the short term.

Of course, our ultimate goal is for policymakers to implement

policies that satisfy equality of responses and equality of treatment

simultaneously. We point out that these goals are not necessarily

disjoint. As previous impossibility theorems have shown, in most

cases satisfying equality of responses is a prerequisite to satisfy-

ing equality of treatment. We show in the following proposition

that satisfying equality of treatment and equality of responses is

equivalent to enforcing the independence of the joint distribution

(𝑌 ′, 𝑓 (𝑋 ′,𝐺)) and 𝐺 .

Proposition 2.6. A policy 𝑓 satisfies equality of treatment and

equality of responses if and only if the joint distribution (𝑌 ′, 𝑓 (𝑋 ′,𝐺))
is independent of 𝐺 .

As mentioned, equality of responses is a mathematical formaliza-

tion of the line of work on algorithmic reform/reparation [15, 24].

This line of work “escapes” from incompatibilities between group

fairness definitions by questioning the goal of satisfying those defi-

nitions. It argues that the underlying goal of enforcing fairness is

to remedy injustices. From this perspective, traditional algorithmic

fairness definitions are merely a flawed indicator of the true goal,

so it is inconsequential if they are incompatible. We encode the goal

of reform or reparation mathematically as closing or eliminating

disparities in the responses of interest among demographic groups.

Furthermore, we study the enforcement of equality of responses

and equality of treatment simultaneously. In our formulation, this

implies the attainment of algorithmic reform/reparation without
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discrimination. In [15, 24], it is often argued that reform can only

be achieved by discriminating against the advantaged group. In

contrast to this, our analysis will show that it is often possible to

achieve reform (equality of responses) fairly (equality of treatment).

3 FEASIBILITY OF EQUALITY OF OUTCOMES
A crucial and non-trivial question remains. Is it feasible to enforce

equality of treatment and equality of responses simultaneously?

Note that this requires the same policy to equate ex-post responses

and to satisfy equality of outcomes with respect to each long-term

group fairness metric. If we deploy one policy to steer the pop-

ulation so that the response distributions are equal and another

policy to satisfy the equality of treatment constraints, the second

policy may steer the population away from equated responses, and

we end up in a cycle that achieves neither goal. Unfortunately, the

goal of equal responses and equal treatment may not be possible,

even in performative settings; i.e. there may not be a policy that

achieves both the treatment and the response goals. This is because

the distribution map D(𝜃,𝐺) depends on the sensitive attributes

(e.g. because it encodes inequities in the ex-ante distribution or

inequities in the agent response map). Thus, equating the responses

ex-post requires disparate treatment of the group (i.e. the policy-

maker cannot simply implement the same policy for each group).

On the other hand, equality of treatment forbids a disparate alloca-

tion of ex-post errors between groups. In this section, we study the

feasibility of enforcing equality of treatment (and thus equality of

responses) in labor market models.

3.1 Impossibility Results
We start by establishing impossibility results to elucidate prob-

lem structures that preclude equality of treatment and equality

of responses in labor market models. We consider two types of

disparities: human capital investment cost disparities and ex-ante

skill disparities. In order to introduce ex-ante skill disparities, we

define the notion of stochastic dominance.

Definition 3.1 (stochastic dominance). Consider two real

valued random variables 𝐴 and 𝐵. Then 𝐴 stochastically dominates

𝐵 if for all 𝑥 ∈ R, P(𝐴 ≤ 𝑥) ≤ P(𝐵 ≤ 𝑥).

We return to the continuous labor market model 2.1 in which

an employer hires workers from two demographic groups. In order

to keep the example as equitable as possible (so that it is as easy as

possible for the employers to achieve equality of treatment), recall

that we assume that the skill assessment process is fair (𝑋 ⊥⊥ 𝐺 | 𝑌 )
and the same wage is paid to hired workers from both groups. Thus,

the only ex-ante differences allowed between workers in the two

groups are the ex-ante distribution of their skill levels and the cost

of human capital investment.

Theorem 3.2. Assume the following:

(1) The worker cost function is of the form 𝑐 (𝑠′, 𝑠, 𝑔) = 𝑐𝑔
2
(𝑠′−𝑠)2+,

and min𝑔 (𝑐𝑔) is large enough to enforce strong convexity of

the agents optimization problem

(2) Exactly one of two forms of market discrimination is present:

(a) There is a difference in ex-ante skill levels (specifically 𝑆 |𝐺 =

𝐴 stochastically dominates 𝑆 |𝐺 = 𝐷).

(b) The is a difference in the cost of human capital investment

of the form 𝑐𝐴 < 𝑐𝐷 .

Then, under either form of discrimination, group-blind policies that

ignore the demographic attribute of the workers 𝐺 cannot achieve

equality of responses. Furthermore, hiring policies that satisfy equality

of outcomes with respect to𝑚FPR (𝑓 , 𝑔) and𝑚FNR (𝑓 , 𝑔) are necessarily
group-blind.

3.2 Alternative performative models
We present the preceding negative results to emphasize that simul-

taneously achieving equality of responses and equality of treatment

with respect to various fairness metrics is not trivial. To overcome

the difference ex-ante between workers in the two groups, employ-

ers must offer additional incentives to the ex-ante least skilled group

to close the skill gap and achieve equal responses. Unfortunately,

this prevents them from treating workers from the two groups

equally because employers only have a single degree of freedom

(the hiring threshold 𝜃 ). This suggests that it may be possible for em-

ployers with more degrees of freedom to equalize ex-post response

distributions with an (ex-post) fair hiring policy.

In this section, we introduce two models, the first is a generic

model of causal strategic classification inspired by the work [60].

The second is a modification of the causal strategic classification

model to better model labor markets. The causal strategic clas-

sification model provides a simplified framework for theoretical

questions on feasibility and generalization, while also demonstrat-

ing that our fairness framework is applicable to a wide variety of

learning settings.

Example 3.3 (causal strategic classification [60]). Consider

a learning setting, in which samples correspond to strategic agents that

posses features and a sensitive trait (𝑋,𝐺) ∈ R𝑑×{𝐴, 𝐷}. Conditioned
on sensitive trait membership 𝐺 , features 𝑋 are generated from the

ex-ante distribution

𝑋 |𝐺 𝑑
= 𝑃𝐺 .

Conditioned on the features 𝑋 , the agent responses 𝑌 ∈ {0, 1} are
generated via the Bernoulli variable

𝑌 |𝑋 𝑑
= Ber[𝜎 (𝛽𝑇𝑋 )] .

Note that this implies 𝑌 ⊥⊥ 𝐺 |𝑋 . The learner wishes to accurately
classify the agents using the features and sensitive trait. As such, the

learner deploys predictions 𝑓 (𝑋,𝐺) ∈ {0, 1} generated with the model

𝑓 (𝑋,𝐺) |𝑋,𝐺 𝑑
= Ber[𝜎 (𝜃𝑇𝐺𝑋 )] .

In response to model choice 𝜃𝑔 , an agent (with trait 𝑔 and ex-ante

features 𝑥) is allowed to take some action 𝑎 to improve their standing

with the learner (at cost 𝐶𝑔 (𝑎)). The agents act rationally, optimizing

their utility:

𝑎(𝜃𝑔) = arg max𝑎′∈R𝑘 [𝜃𝑔]
𝑇 [𝑥 +𝑀𝑑×𝑘𝑎

′] −𝐶𝑔 (𝑎′)

Upon selecting action 𝑎(𝜃𝑔) the agent’s features are ex-post 𝑥 ′ =
𝑥 +𝑀𝑎(𝜃𝑔). The matrix𝑀 is an effort conversion matrix, encoding

the improvement of the feature 𝑥𝑖 from the action 𝑎 𝑗 for each 𝑖, 𝑗 ∈
[𝑑] × [𝑘].
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At the population level, the ex-post feature distribution 𝑋 ′ for the
group 𝑔 is given by

𝑃 ′𝑔
𝑑
= 𝑇# (𝑃𝑔 ;𝜃𝑔, 𝑀,𝐶𝑔); where 𝑇 (𝑥 ;𝜃𝑔, 𝑀,𝐶𝑔) = 𝑥 +𝑀𝑎(𝜃𝑔).

Conditioned on 𝐺 and 𝑋 ex-post responses are generated by

𝑌 ′ |𝑋 ′ 𝑑= Ber[𝜎 (𝛽𝑇𝑋 ′),
and ex-post predictions are generated by

𝑓 (𝑋 ′,𝐺) |𝑋 ′,𝐺 𝑑
= Ber[𝜎 (𝜃𝑇𝐺𝑋

′)] .
To prevent arbitrary inflation of all agent outcomes, the learner is

subject to regularization penalty | |𝜃 | |2
2
. From the above, the learners

ex-post risk is

𝑅(𝜃 ) = ∑
𝑔∈G 𝜆𝑔 [P(𝑓 (𝑋 ′,𝐺) ≠ 𝑌 ′ |𝐺 = 𝑔) + | |𝜃𝑔 | |2

2
] .

To better model a labor market, we modify example 3.3. The

learning setting will correspond to a labor market and the strategic

agents will correspond to workers. The key difference is that, rather

than features, workers now have a profile of latent skills, and each

skill contributes to the productivity of aworker. Consequently, firms

now view a noisy measurement of each skill based on a factor model.

This provides workers with multiple ways of investing in their

human capital and firms with flexibility in their hiring policies. As

we shall see, this additional flexibility is crucial for the enforcement

of equality of treatment.

Example 3.4 (Modified Labor Market Model). Consider the

causal strategic classification set up (example 3.3). In the context of

a labor market, the learner corresponds to a hiring firm, and each

strategic agent is a worker. Workers are encoded by pairs (𝑆,𝐺) ∈
R𝑑 × {𝐴, 𝐷}, with 𝑆 corresponding to a latent skill profile; as before

𝑆 ̸⊥⊥ 𝐺 and we say 𝑆 |𝐺 = 𝑔
𝑑
= 𝑃𝑔 . The productivity of the workers in

the group 𝑔 is generated by 𝑌 |𝐺 = 𝑔 ∼ Ber[𝜎 (𝛽𝑇 𝑆)]; 𝑆 ∼ 𝑃𝑔 . Rather
than observing latent skill profiles, the hiring firm views interview

outcomes generated by 𝑋 = Λ𝑆 +𝜖 , with Λ ∈ R𝑝×𝑑 a matrix of factor

loadings. This skill assessment model is motivated by item response

theory (IRT) models of test outcomes [42]. The results of the interviews

are used to make hiring decisions through policy 𝑓 (𝑋,𝐺) |𝑋,𝐺 ∼
Ber[𝜎 (𝜃𝑇

𝐺
𝑋 )] .

A worker in group 𝑔 with an initial skill profile 𝑠 can take action

(possibly training, studying, or additional education) in response to

𝜃𝑔 through the causal strategic classification response mechanism

𝑎(𝜃𝑔) = arg max𝑎′∈R𝑘 [Λ
𝑇 𝜃𝑔]𝑇 [𝑠 +𝑀𝑑×𝑘𝑎

′] −𝐶 (𝑎′, 𝑔).
The ex-post skill profiles are 𝑆 ′ = 𝑆 +𝑀𝑎(𝜃𝑔), 𝑆 ∼ 𝑃𝑔 , which propa-

gates to the ex-post interviews𝑋 ′, productivity𝑌 ′ and hiring decisions
𝑓 (𝑋 ′, 𝑔). The firm seeks to maximize some (regularized) ex-post re-

ward/profit

𝑅(𝜃 ) =
∑︁
𝑔∈𝐺

𝜆𝑔E[𝑟 (𝑆 ′, 𝑋 ′, 𝜃𝑔) |𝐺 = 𝑔] − ||𝜃𝑔 | |2

3.3 Feasibility of Equality of Treatment in
Alternative Models

In contrast to the models in example 2.1, in the causal strategic clas-

sification setting (and the alternative labor market mode)l, the set

of policies that enforces equality of treatments (and thus equality of

responses by 2.6) is non-empty. In fact, it contains a stratified man-

ifold of dimension 𝑂 (𝑑), so the set is quite large in some sense. We

will study this set in two scenarios: correcting ex-ante feature/skill

disparities and correcting cost-of-improvement disparities. For the

purposes of a theoretical analysis, we operate under some simplify-

ing assumptions.

Assumption 3.5.

(1) The agent (worker) cost is quadratic: 𝐶 (𝑎,𝑔) = 𝑐𝑔
2
| |𝑎 | |2

2
, the

effort matrix𝑀 is of the form𝑀 = diag[𝐵];𝐵 ∈ {0, 1}𝑑 .
(2) The ex ante features (latent skill profiles) and interview out-

come distributions are Gaussian. In Example 3.3 𝑋 |𝐺 𝑑
=

N(𝜇𝐺 , 𝐼 ) while in example 3.4 𝑆 |𝐺 𝑑
= N(𝜇𝐺 , 𝐼 ) and 𝜖

𝑑
=

N(0, 𝐼 ).

The quadratic cost assumption is standard in the strategic

learning literature, [32, 33, 60]. The effort matrix is of the form

diag[𝐵];𝐵 ∈ {0, 1}𝑑 , if each skill is improved by a distinct action

and only some skills can be improved. Each assumption (including

normality) is primarily for mathematical convenience; we expect

that feasibility will hold under a wide class of choices for𝐶 (𝑎),Λ, 𝑀
and measures on 𝑆, 𝜖 .

Under assumption 3.5, the feasibility of equality of treatment

can be studied by analyzing two disjoint constraint sets, one that

pertains to parameters that correspond to “manipulable" features

and another that pertains to “nonmanipulable" features, which we

now define.

Definition 3.6 (Manipulable features). Given an effort matrix

𝑀 = diag[𝐵];𝐵 ∈ {0, 1}𝑑 , and a general feature vector 𝑣 ∈ R𝑝 , we
let 𝑣𝑚 = {𝑣𝑖 ∈ 𝑣 ; 1{𝑀𝑖=1} } and 𝑣𝑢 = {𝑣𝑖 ∈ 𝑣 ; 1{𝑀𝑖=0} } be the

manipulable and nonmanipulable features, respectively.

Additionally, we will assign 2𝑑𝑚 , 2𝑑𝑢 as the dimensions of the

parameter spaces (𝜃𝑚,𝐴, 𝜃𝑚,𝐷 ), (𝜃𝑢,𝐴, 𝜃𝑢,𝐷 ).

Theorem 3.7. Consider the learning setting of example 3.3 with the

minor assumption that the vectors {(𝜇𝐴,𝑚,−𝜇𝐷,𝑚), (𝛽𝑚,−𝛽𝑚)} are
not co-linear, and the vectors {(𝜇𝐴,𝑢 ,−𝜇𝐷,𝑢 ), (𝛽𝑚,−𝛽𝑚)} are not co-
linear. Suppose that one of the two following forms of discrimination

is present:

(1) Ex-ante distribution discrimination: 𝑐𝐴 = 𝑐𝐷 = 1, but 𝜇𝑇
𝐴
𝛽 >

𝜇𝑇
𝐷
𝛽 ,

(2) Cost of improvement discrimination: 𝜇𝐴 = 𝜇𝐷 = 0 but 𝑐𝐴 <

𝑐𝐷 .

Then under (1) or (2) there exist stratified manifolds M𝑚 , M𝑢

such that dim[M𝑢 ] = 𝑑𝑢 − 2, and dim[M𝑚] = 𝑑𝑚 − 2 and any

learner decision 𝜃 = (𝜃𝐴, 𝜃𝐷 ) that satisfies (𝜃𝐴,𝑚, 𝜃𝐷,𝑚) ∈ M𝑚 and

(𝜃𝐴,𝑢 , 𝜃𝐷,𝑢 ) ∈ M𝑢 also satisfies equality of treatment and equality

of responses.

Corollary 3.8. Consider the modified labor market model (ex-

ample 3.4). Assume that worker discrimination of the form (1) or (2)

is present. Then if 𝑑𝑚 = 𝑑𝑢 ≈ 𝑑/2 there exists a stratified manifold

M of dimension O(𝑑) such that any 𝜃 = (𝜃𝐴, 𝜃𝐷 ) ∈ M satisfies

equality of treatment.

Theorem 3.7 and corollary 3.8 state that in the causal strategic

classificationmodel/modified labor market model, the set of policies
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that enforce long-term fairness and correct differences in worker

skills or costs contains a manifold of dimension O(𝑑). Here, 𝑑 is

interpreted as the “number of skills" a worker can possess. This

result clarifies the importance of flexibility in human capital invest-

ment. If 𝑑 is not large enough, then the feasible subsets of Theorem

3.7 will be either too small to provide policy makers flexibility or

even empty in extreme cases. The assumptions of theorem 3.7 also

provide an important form of policy maker flexibility; the existence

of skills that are immune to performative effects implies the exis-

tence of policy parameters that can be adjusted to change error

rates between groups without impacting downstream responses.

Open questions on the feasibility of equality of treatment in

labor markets with multiple forms of discrimination or continuous

outcomes remain. The assumption that only one form of discrimi-

nation is present (cost of education discrimination or ex-ante skill

discrimination) is necessary for our analysis but not necessary for

feasibility (see Figure 1 for a numerical example). The discrete na-

ture of worker productivity and firm hiring decisions is also not

strictly necessary; for example. The argument of theorem 3.7 im-

mediately implies feasibility (assuming Gaussian features) in the

Causal Strategic Least Squares model posited in [60]. This model

is both the inspiration for our labor market model and can also

be interpreted in the context of a labor market with continuous

worker productivity.

4 A REDUCTION ALGORITHM FOR
EQUALITY OF OUTCOMES

In practice, a policy maker often does not have complete knowledge

of the ex-ante and ex-post distributions but instead only observes

some samples from the ex-ante distribution and has some model for

how individuals respond to their policy. We turn to the question of

implementing equality of outcomes under such conditions, provid-

ing a reduction algorithm (inspired by Agarwal et al. [1]) adapted

to the performative setting. By proposition 2.6 a policy maker can

implement equality of treatment and equality of responses by en-

forcing the independence of the joint distribution (𝑌 ′, 𝑓 (𝑋 ′,𝐺))
and 𝐺 . We propose that the policymaker enforce this through a

series of moment inequality constraints:

𝑀𝜇 (𝑓 ) ≤ 𝑐,

𝜇 (𝑓 )𝑖 𝑗 = E[ℎ𝑖 (𝑓 (𝑋 ′), 𝑌 ′) |𝐺 = 𝑔 𝑗 ] .

Throughout this section, we will work with the causal strategic

classification setting (example 3.3) in the two group setting. In

this model, equal responses and equal treatment can be enforced

through a series of 6 moment constraints.

Example 4.1. Consider the causal strategic classification example

3.3 with two possible groups {𝐴, 𝐷}. In this setting, the condition

(𝑌 ′, 𝑓 (𝑋 ′,𝐺)) ⊥⊥ 𝐺 is equivalent to the constraint:

©­­­­­­­«
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while the ex-post risk is given by

EPR(𝜃 ) = ∑
𝑔∈{𝐴,𝐷 } 𝜆𝑔 [PD(𝑓 ,𝑔) (𝑓 (𝑋 ′, 𝑔) ≠ 𝑌 ′) + | |𝜃𝑔 | |22] .

The case of multi-class classification or multiple sensitive traits

is relatively similar. For multiclass classification, enforcement of

the independence requirement will require the addition of higher-

order moment constraints, and moment constraints may simply be

repeated for each possible sensitive trait combination in the case of

multiple sensitive traits.

Recall that the policy maker is vested in minimizing some ex-

post risk, therefore, in aggregate, the policymaker must solve a

constrained optimization problem in 𝑓 . The primal problem is

L(𝑓 ; 𝜆) = min𝑓 ∈F max𝜆≥0
EPR(𝑓 ) + 𝜆𝑇 (𝑀𝜇 (𝑓 ) − 𝑐). (4.1)

In practice, the policymaker only observes samples {𝑍𝑖 }𝑛𝑖=1
from the

ex-ante distribution.Wewill assume that the policymaker has access

to some correctly specified model ofD(𝑓 , 𝑔) at the sample level. For

example, a hiring firm in a labor market would need to be aware of

each worker’s cost-adjusted utility optimization problem. Using ex-

ante samples {𝑍𝑖 }𝑛𝑖=1
and knowledge ofD(𝑓 ), the policymaker can

obtain the natural empirical estimates of EPR(𝑓 ) and 𝜇 (𝑓 ) (denoted
ˆEPR(𝑓 ) and 𝜇 (𝑓 )). As an example of obtaining estimates for EPR(𝑓 )

and 𝜇 (𝑓 ) fromD(𝑓 ) we return to the modified labor market model.

Example 4.2 (Eqality of outcomes estimates in causal

strategic classification). Recall the setting of Example 3.3. Con-

sider an agent with sensitive trait 𝐺 = 𝑔 and ex-ante features 𝑥 ,

upon viewing policy 𝜃𝑔 , the agent invests in their own features via

𝑥 ′ = 𝑥 +𝑀𝑎(𝜃𝑔, 𝑔). Given an ex-ante sample of skill features from

group 𝑔, {𝑥𝑖 }𝑛𝑖=1
a reasonable choice of estimates for EPR(𝑓 ) and 𝜇 (𝑓 )

are �E[𝑌 ′ |𝐺 = 𝑔] = 1

𝑛

∑𝑛
𝑖=1

𝜎 (𝛽𝑇 (𝑥𝑖 +𝑀𝑎(𝜃𝑔, 𝑔))),

�E[𝑓 (𝑋 ′,𝐺) |𝐺 = 𝑔] = 1

𝑛

∑𝑛
𝑖=1

𝜎 (𝜃𝑇𝑔 (𝑥𝑖 +𝑀𝑎(𝜃𝑔, 𝑔))),

�E[𝑓 (𝑋 ′,𝐺)𝑌 ′ |𝐺 = 𝑔] = 1

𝑛

∑𝑛
𝑖=1

𝜎 (𝛽𝑇 (𝑥𝑖+𝑀𝑎(𝜃𝑔, 𝑔)))𝜎 (𝜃𝑇𝑔 (𝑥𝑖+𝑀𝑎(𝜃𝑔, 𝑔))),

ÊPR(𝜃𝑔) = 1

𝑛

∑𝑛
𝑖=1

𝜎 (𝜃𝑇𝑔 (𝑥𝑖+𝑀𝑔𝑎(𝜃𝑔, 𝑔))) (1−𝜎 (𝛽𝑇 (𝑥𝑖+𝑀𝑔𝑎(𝜃𝑔, 𝑔))))

+(1 − 𝜎 (𝜃𝑇𝑔 (𝑥𝑖 +𝑀𝑔𝑎(𝜃𝑔, 𝑔)))) (𝜎 (𝛽𝑇 (𝑥𝑖 +𝑀𝑔𝑎(𝜃𝑔, 𝑔)))).

After attaining estimates 𝜇 (𝑓 ) and ÊPR(𝑓 ), equation 4.1 can be

replaced with said estimates. Furthermore, for convergence reasons,

a 𝐿1 norm constraint is placed on the dual variable 𝜆. Finally, due

to statistical error, a relaxation 𝑐 = 𝑐 + 𝜈 is allowed on the moment

constraint. If the learner instead opts to solve the dual problem (the

justification for this is expanded upon in Appendix A), the final

result is

L(𝑓 ; 𝜆) = max𝜆≥0; | |𝜆 | |1≤𝐵 min𝑓 ∈F ÊPR(𝑓 )+𝜆𝑇 (𝑀𝜇 (𝑓 )−𝑐). (4.2)

From here, the iterates of the dual variables are obtained using

mirror ascent on the dual variable with the potential function

𝜙 (𝜆) = −𝜆𝑙𝑛(𝜆), which algorithm 1 lays out explicitly.
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Algorithm 1 Reduction for Equality of Outcomes

Require: Error tolerance 𝜖 , step size 𝜂, samples {𝑍𝑖 }𝑛𝑖=1
, fairness

constraints𝑀,𝑐, 𝜇, initial iterate 𝑣0

1: for 𝑡 = 0, 1, . . . do
2: Scale dual: 𝜆𝑘,𝑡 ← 𝐵 𝑒

𝑣𝑘,𝑡

1+∑𝑘 𝑒
𝑣𝑘,𝑡

3: Get policymakers best decision: 𝑓𝑡 ← arg min𝑓 ∈F ÊPR(𝑓 )+
𝜆𝑇𝑡 (𝑀𝜇 (𝑓 ) − 𝑐)

4: if (𝜆𝑡 , 𝑓𝑡 ) is an 𝜖-saddle point then
5: return (𝜆𝑡 , 𝑓𝑡 )
6: else
7: Update iterates: 𝑣𝑡+1 ← 𝑣𝑡 + 𝜂𝑡 (𝑀𝜇 (𝑓𝑡 ) − 𝑐)
8: end if
9: end for

Two elements of the algorithm 1, are nontrivial: (i) the 𝜖-saddle

point stopping criteria; (ii) the attainment of the best decision of

the policy makers 𝑓𝑡 .

The 𝜖-approximate saddle point stopping criteria: A primal

dual pair (𝑓𝑡 , 𝜆𝑡 ) is a 𝜖-saddle point if the following hold:
L(𝑓𝑡 , 𝜆𝑡 ) ≤ min𝑓 ∈F L(𝑓 , 𝜆𝑡 ) + 𝜖

L(𝑓𝑡 , 𝜆𝑡 ) ≥ max𝜆≥0; | |𝜆 | |1≤𝐵 L(𝑓𝑡 , 𝜆) − 𝜖
Checking the first criteria reduces to a problem in attainment of the

policy makers best decision 𝑓𝑡 [1]. The second requirement requires

solving a linear program with an L1 inequality constraint, a well-

studied problem [4].

Obtaining of the policymakers best decision 𝑓𝑡 : Attaining
the best long-term policy for risk function ÊPR(𝑓 ) +𝜆𝑇𝑡 (𝑀𝜇 (𝑓 ) −𝑐)
is generally a nontrivial problem. Previous works have established

methods for obtaining the best policy 𝑓 under the assumption that

the policy maker knows the map D(𝑓 ) [30, 38, 62]. Such methods

are generally specific to a particular D, and since our focus is on

fairness, we will assume that the policymaker has access to some

oracle which produces such an 𝑓 . This is a strong assumption, and

our methodology is limited to performative maps that allow for

such an oracle.

4.1 Algorithm 1 in the Modified Labor Market
Model

As an application of Algorithm 1, we study the problem of enforcing

equality of outcomes and equality of responses in the modified

labor market (example 3.4) when both ex-ante distributions and
cost of education are different between each group. We assume

that Λ = 𝐼 , so that the firm has an unbiased estimate of each

skill. Figure 1 demonstrates the performance of algorithm 1 on

a held-out test set of workers. Prior work on long-term fairness

studied the impact of enforcing standard fairness constraints in the

long term, and, as such, we utilize this as a base line. Algorithm 1

is compared to policies that equalize one ex-ante fairness metric,

including false positive rate, false negative rate, demographic parity,

and sufficiency.

Figure 1 (a) and (b) demonstrate that in the long term, the pol-

icy deployed by Algorithm 1 enforces both sufficiency and sep-

aration. Figure 2 (a) shows that this same policy satisfies equal-

ity of responses and (long-term) parity. Finally, Figure 2 (b) also

Figure 1

(a) (b)

Figure 2

(a) (b)

demonstrates that enforcing equality of treatment and equality of

responses will equate the accuracy of a policy between the two

groups. Due to statistical error (exacerbated by the opaque nature

of worker skills), perfect fairness is not achieved on the test set.

We emphasize that this is not due to an issue of feasibility, figure

3 demonstrates that algorithm 1 can attain nearly zero fairness

violation on the training set.

5 SUMMARY AND DISCUSSION
In this paper, we studied fairness in performative settings in which

the policymaker has the ability to steer the population. We showed

that it is possible for the policymaker to remedy existing inequities

in the population. In particular, we showed that by equating the

distribution of responses 𝑌 between groups in classification prob-

lems, it is possible for the policymaker to simultaneously satisfy

multiple notions of group fairness that are generally incompatible

in non-performative settings. However, we also showed that this

is not always possible: if the policymaker does not have enough

flexibility in how they can equalize base rates, then it is unfor-

tunately impossible, even in performative settings, to resolve the

longstanding incompatibilities between group fairness definitions.

Another limitation of our approach is that the policymaker must be

aware of the long-term impacts of their policies on the population.

Although this requirement is necessary, it limits the applicability of

the approach. One possible direction for future work is to develop

methods that help the policymaker estimate the effects of their

policies on the population. Such methods can be combined with our

approach to steer sociotechnical systems towards more equitable

states.

Our work is also aligned with the goals of algorithmic re-

form/reparations. By considering reform/reparations mathemati-

cally, we show that it is somewhat possible to achieve the goals
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of reform without unequal treatment. This is especially desirable

in application domains in which unequal treatment is illegal or

impractical. For example, consider the problem of underrepresen-

tation of women in the tech sector, especially in technical roles

[14]. The authors of Davis et al. [15] suggest that employers in the

tech sector should adopt a “reparative” approach to equalize the

representation of men and women, even if this entails explicitly

discriminating against men. They justify explicit discrimination by

appealing to the historical injustices that led to the dearth of women

in the tech sector and the need to remedy such injustices. Although

a discriminatory approach is likely to be limited by various labor

laws, our results suggest that it may be possible to equalize the

representation of men and women while treating men and women

fairly. We hope that our results lead to more serious consideration

of “reparative” approaches in algorithmic decision making.
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A THEORETICAL PROPERTIES OF
ALGORITHM 1

In our development of the ex-post reduction algorithm (1), we opted

to solve the Dual problem rather than the primal problem, to achieve

a fair policy. This is only justifiable if strong duality of problem

4.1 holds. Unfortunately, moment constraints of the form 4.1 are

often not convex and thus strong duality may not hold. To fix this

issue (as is often done in other reduction methods), we can slightly

generalize algorithm 1 to allow for randomized policies 𝑄 ∈ Δ(F ),
that first select a policy 𝑓 at random (with P(𝑄 = 𝑓 ) = 𝑄 (𝑓 )), then
make a prediction.

As long as group membership is independent of the policy se-

lected, i.e. for any 𝑄 ∈ Δ(F ) the events 1{𝐺 = 𝑔} and 1{𝑄 = 𝑓 }
are independent, one can show that 𝜇 (𝑄) and EPR are linear in 𝑄 .

Proposition A.1. Suppose that all 𝑄 ∈ Δ(F ) satisfy 𝑄 ⊥⊥ 𝐺 .

Then the following holds for all 𝑄 ∈ Δ(F ):
(1) 𝜇 (𝑄) = ∑

𝑓 ∈F 𝑄 (𝑓 )𝜇 (𝑓 ) .
(2) EPR(𝑄) = ∑

𝑓 ∈F 𝑄 (𝑓 )EPR(𝑓 )

The implication of proposition A.1 is that both the ex-post risk

and fairness constraints are linear in 𝑄 ; this in turn will give us

strong duality. In terms of 𝑄 the policymaker’s primal problem is

L(𝑄 ; 𝜆) = min𝑄∈Δ max𝜆≥0
EPR(𝑄) + 𝜆𝑇 (𝑀𝜇 (𝑄) − 𝑐). (A.1)

Because this problem is linear in 𝑄 and 𝜆, the domains of 𝑄 and

𝜆 are convex, and the equality of treatments constraint is feasi-

ble (theorem 3.7) the solution to A.1 will be the unique saddle

point (𝑄∗, 𝜆∗), which algorithm 1 (appropriately modified to in-

clude randomization) will converge to. Specifically, if {𝑓𝑡 }𝑇𝑡=1
and

𝜆𝑡
𝑇
𝑡=1

are the iterates of algorithm 1, then the empirical measure

𝑄𝑇 = 1

𝑇

∑𝑇
𝑡=1

𝑓𝑡 and the mean
¯𝜆𝑇 = 1

𝑇

∑𝑇
𝑡=1

𝜆𝑡 will eventually

converge to an appropriate saddle point.

Proposition A.2 (Agarwal et al. [1]Theorem 1). Let 𝑄𝑇 =
1

𝑇

∑𝑇
𝑡=1

𝑓𝑡 , ¯𝜆𝑇 = 1

𝑇

∑𝑇
𝑡=1

𝜆𝑡 be the empirical distribution (resp. av-

erage) of the primal (resp. dual) iterates of algorithm 1. Let 𝜌 =

sup𝑓 | |𝑀𝜇 (𝑓 ) − 𝑐 | |∞, 𝐾 be the total number of moment constraints,

and 𝜂𝑡 =
√︁
𝑙𝑜𝑔(𝐾) + 1/𝜌

√
𝑡 . Then ( ¯𝜆𝑇 , 𝑄𝑇 ) is an 𝜖𝑇 saddle point with

𝜖𝑇 = 2𝜌𝐵
√︁
(𝑙𝑜𝑔(𝐾) + 1)/𝑇

Besides loss of precision due to optimization error, questions

on the statistical error of policies produced by algorithm 1 remain.

Unlike the case of optimization error, the statistical error analysis

is not identical to the analysis in [1]. This is due to the presence

of performativity, which can affect the uniform convergence of

any estimator. For concreteness, we consider the causal strategic

classification example, recovering the classic parametric rate.

Assumption A.3.

(1) The learning setting is example 3.3 with𝑀𝜇 (𝜃 ) −𝑐 of the form
in example 4.1, and ÊPR(𝜃 ), 𝜇 (𝜃 ) of the form in example 4.2.

(2) The parameter spaceΘ ⊂ R𝑑 is compact and | |𝑋 | |∞ is bounded

above with probability one. Furthermore, the response𝑀𝑎(𝜃 )
is bounded.

Theorem A.4. Let 𝑛𝐴 , 𝑛𝐷 denote the number of samples observed

by the policymaker from each group. Suppose (𝑄̂, ˆ𝜆) is an 𝜖-saddle
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point of 4.2 with 𝜈 = O(min(𝑛𝐴, 𝑛𝐷 )−1/2) and 𝑐 = 06. Let 𝑄
∗
mini-

mize EPR(𝑄) subject to 𝑀𝜇 (𝑄) ≤ 𝑐 . Then with probability at least

1 − 7𝛿 the distribution 𝑄̂ satisfies

EPR(𝑄̂) ≤ EPR(𝑄∗) + 2𝜖 + ˜O(min(𝑛𝐴, 𝑛𝐷 )−1/2)

| |𝑀𝜇 (𝑄̂) | |∞ ≤
1 + 2𝜖

𝐵
+ ˜O(min(𝑛𝐴, 𝑛𝐷 )−1/2)

where
˜O hides square root dependence on 𝑙𝑛(1/𝛿).

In practice, randomization is often an unnecessary complication,

and for simplicity, experiments are performed utilizing the non-

randomized version of algorithm 1.

B COATE AND LOURY RESULT
In this section we cover a similar impossibility theorem to 2.2 for

the Coate and Loury model.

Example B.1 (Coate-Loury labor market model [10]). Con-

sider an employer that wishes to hire skilled workers which reside in

one of two identifiable groups 𝐺 ∈ {𝐴, 𝐷};𝐺 ∼ Ber[𝜆]. The workers
are represented as (𝑋,𝑌,𝐺) tuples. Here 𝑌 |𝐺 = 𝑔 ∈ {0, 1} drawn
from a Bernoulli(𝜋𝑔) distribution represents the qualification/skill of

a worker, and 𝑋 ∈ [0, 1] some noisy signal (possible the outcome of

an skill assessment) drawn from CDF Φ(𝑋 |𝑌 ) .We will assume that

Φ(𝑋 |𝑌 = 1) stochastically dominates Φ(𝑋 |𝑌 = 0), and additionally
that 𝑋 ⊥⊥ 𝐺 |𝑌 . As such the hiring firm opts to deploy hiring policy

𝑓 (𝑥, 𝜃, 𝑔) = 1𝑥≥𝜃𝑔 . The performative aspect of the model is that post

deployment of any hiring policy 𝜃𝑔 , the workers select their qualifica-

tion level in response to the employer’s policy. If 𝑤 > 0 is the wage

paid to a worker and 𝐶𝑔 is the (random and drawn from CDF 𝐸𝑔)

cost of attaining qualification, then for a worker from group 𝑔 with

observed cost 𝑐𝑔 the utility of each selecting each option of skill 𝑦 is

𝑢𝑤 (𝜃𝑔, 𝑦, 𝑐𝑔) ≜
{∫
[𝜃𝑔,1] 𝑤𝑑Φ(𝑥 | 1) − 𝑐𝑔 worker selects 𝑦 = 1,∫
[𝜃𝑔,1] 𝑤𝑑Φ(𝑥 | 0) if the worker remains unskilled,

Each worker acts rationally and selects the 𝑦 that maximizes their

utility, at the sample level the performative map for a worker with

sensitive trait 𝑔 is

𝑌 ′ ← arg max𝑦′∈{0,1}𝑢𝑤 (𝑓 , 𝑌 ,𝑦′),
𝑋 ′ | 𝑌 ′ ∼ Φ(𝑥 | 𝑌 ′).

In aggregate, the proportion of qualified workers (in a given group) is

updated via

𝜋𝑔 (𝜃𝑔) = 𝐸𝑔 (𝑤 (𝑃 (𝑋 > 𝜃𝑔 |𝑌 = 1) − 𝑃 (𝑋 > 𝜃𝑔 |𝑌 = 0))) .
The workers’ do not respond instantly to the employer’s hiring policy;

it takes them a while. Thus we interpret D(𝑓 ) as the long term

distribution of the workers’ skill levels and assessments in response to

the employer’s hiring policy. More concretely, imagine a labor market

in which the workers slowly turn over: newworkers enter the workforce

and old workers retire constantly. As workers enter the workforce, they

make their human capital investment decisions in response to the

employer’s (contemporaneous) hiring policy. Over a long period, the

labor force will converge toD(𝑓 ). To account for the long-term effects

of their hiring policy on the labor market, the employer solves the

performative policy learning problem:

𝑅(𝜃 ) = ∑
𝑔∈𝐺 𝜆𝑔 [𝑝+P(𝑋 > 𝜃𝑔 | 𝑦 = 1)

𝜋𝑔 (𝜃𝑔) − 𝑝−P(𝑋 > 𝜃𝑔 | 𝑦 = 0) (1 − 𝜋𝑔 (𝜃𝑔))],
where 𝑝+ and 𝑝− are the firm’s utilities for hiring a qualified and

unqualified worker respectively.

Proposition B.2. Consider the discrete labor market example B.1,

recall the mechanism of discrimination:

(1) Wages are independent of group membership.

(2) There is no differential item functioning (DIF). [52] in the skill

assessment (𝑋 ⊥⊥ 𝐺 | 𝑌 )
(3) Cost of education is discriminatory, i.e. 𝐸𝐴 (𝑐) ̸

𝑑
= 𝐸𝐷 (𝑐).

Thus, the only source of discrimination is the cost of education. Sup-

pose that this discrimination is of the following form: the cost random

variables 𝐶𝐴 , 𝐶𝐷 are unbounded and 𝐶𝐷 stochastically dominates

𝐶𝐴 , so that group 𝐷 is strictly disadvantaged through the cost of

education. Then, for any hiring policy 𝜃 = (𝜃𝐴, 𝜃𝐷 ) that satisfies
equality of treatments (and thus equality of outcomes), it holds that

𝜋𝐴 (𝜃𝐴) = 𝜋𝐷 (𝜃𝐷 ) = 0.

Proof. Let TPR, FPR denote the true positive and false positive

rate of a classifier. Note that 𝜋𝑔 (𝜃𝑔) = 𝐺𝑔 (𝑤 (TPR(𝜃𝑔) − FPR(𝜃𝑔))).
Note that ex-post separation would require that TPR(𝜃𝐴) =

TPR(𝜃𝐷 ) and FPR(𝜃𝐴) = FPR(𝜃𝐷 ). However by the assumption

that 𝑐 > 0 =⇒ 𝐺𝐴 (𝑐) > 𝐺𝐷 (𝑐), any policy (𝜃𝐴, 𝜃𝐷 ) that satis-
fies ex post separation and 𝑤 (TPR(𝜃𝐴) − FPR(𝜃𝐴)) > 0 satisfies

𝐺𝐴 (𝑤 (TPR(𝜃𝐴) − FPR(𝜃𝐴))) > 𝐺𝐷 (𝑤 (TPR(𝜃𝐷 ) − FPR(𝜃𝐷 ))) thus
any policy that satisfies ex post equality must satisfy 𝜋 (𝜃𝐴) =

𝜋 (𝜃𝐷 ) = 0. □

C SECTION 2 AND SECTION 3 PROOFS
C.1 section 2 proofs

Proposition C.1. A policy 𝑓 satisfies equality of treatment and

equality of responses if and only if the joint distribution (𝑌 ′, 𝑓 (𝑋 ′,𝐺))
is independent of 𝐺 .

Proof of proposition 2.6: Suppose a policy 𝑓 satisfies

fairness definitions 2.4 and 2.5. We have

𝜙 (𝑓 (𝑋 ′), 𝑌 ′ |𝐺) = 𝑝 (𝑓 (𝑋 ′) |𝑌 ′,𝐺)𝑝 (𝑌 ′ |𝐺)
defs 2.4+2.5
(𝑓 ; 𝑧) =𝑝 (𝑓 (𝑋 ′) |𝑌 ′)𝑝 (𝑌 ′) = 𝜙 (𝑓 (𝑋 ′), 𝑌 ′)

On the other hand suppose 𝜙 (𝑓 (𝑋 ′), 𝑌 ′ |𝐺 = 𝑔) = 𝜙 (𝑓 (𝑋 ′), 𝑌 ′) for
𝑔 ∈ |𝐺 |. Trivially we must have 𝑓 (𝑋 ′) ⊥⊥ 𝐺 and 𝑌 ′ ⊥⊥ 𝐺 . For sep-
aration note that 𝑝 (𝑓 (𝑋 ′) |𝑌 ′,𝐺) = 𝜙 (𝑓 (𝑋 ′), 𝑌 ′ |𝐺)/(𝑝 (𝑌 ′ |𝐺)) =
𝜙 (𝑓 (𝑋 ′), 𝑌 ′)/(𝑝 (𝑌 ′)) = 𝑝 (𝑓 (𝑋 ′) |𝑌 ′). Sufficiency will follow from

an essentially identical argument. □

C.2 Proof of Theorem 3.7
Lemma C.2. Under assumption 3.5 an agent in group 𝑔 selects

action 𝑎(𝜃𝑔, 𝑔) = 1

𝑐𝑔
𝑀𝜃𝑔 .

Proof. Each agent solves

𝑎(𝜃𝑔) = arg max𝑎′∈R𝑑𝜃
𝑇
𝑔 [𝑥𝑔 +𝑀𝑎′] −

𝑐𝑔

2

| |𝑎′ | |2
2
.

We can check the first order optimality condition to see that 𝑎(𝜃𝑔)
must solve

𝑀𝑇 𝜃𝑔 − 𝑐𝑔𝑎(𝜃𝑔) = 0
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By assumption𝑀 is diagonal and thus symmetric, so𝑀𝑇 = 𝑀 and

1

𝑐𝑔
𝑀𝜃𝑔 = 𝑎(𝜃𝑔). □

Lemma C.3. Any policy 𝜃 = (𝜃𝐴, 𝜃𝐷 ) that satisfies

(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) ⊥⊥ 𝐺 also satisfies equality of treatment and

equality of outcomes.

Proof. This can be seen by applying, the tower property of

conditional expectation, conditioning on 𝑋 , then use the assump-

tion that (𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) ⊥⊥ 𝐺. For example, to see that equality of

responses holds note that we have:

E[𝑌 ′ |𝐺 = 𝐴] = E′𝑋E[𝑌
′ |𝐺 = 𝐴,𝑋 ′] = E′𝑋 [𝜎 (𝛽

𝑇𝑋 ′) |𝐺 = 𝐴]

= E′𝑋 [𝜎 (𝛽
𝑇𝑋 ′) |𝐺 = 𝐷] = E[𝑌 ′ |𝐺 = 𝐷]

Equality of treatment will follow from the exact same argument

applied to the quantities 𝑌 ′ and 𝑌 ′𝑌 ′ (see also example 4.1).

□

We now provide the explicit structure of the stratified manifolds

in theorem 3.7, and corresponding proofs. For notational conve-

nience, let Aff(𝑘) (resp. S(𝑘)) be the set of k-dimensional affine sub-

spaces (resp. k-dimensional hyperspheres) of a context-dependent

ambient space, and O(𝑘) the group of 𝑘 × 𝑘 orthogonal matrices.

Theorem C.4 (Theorem 3.7 ex-ante skill discrimination).

Consider the learning setting of Example 3.3. Suppose 𝑐𝐴 = 𝑐𝐷 = 1,

the vectors {(𝜇𝐴,𝑚,−𝜇𝐷,𝑚), (𝛽𝑚,−𝛽𝑚)} are not co-linear and the

vectors {(𝜇𝐴,𝑢 ,−𝜇𝐷,𝑢 ), (𝛽𝑚,−𝛽𝑚)} are not co-linear. Then there exist
setsZ𝑚 ⊂ 𝑅2𝑑𝑚

andZ𝑢 ∈ 𝑅2𝑑𝑢
of the form:

Z𝑚 = ∪𝑈 ∈U𝑚
𝑍𝑚 (𝑈 ); 𝑍𝑚 (𝑈 ) ∈ Aff(𝑑𝑚 − 2)

U𝑚 = {𝑈 ∈ O(𝑑𝑚) :

(
𝛽𝑇𝑚,−𝛽𝑇𝑚

𝜇𝑇
𝐴,𝑚

,−𝜇𝑇
𝐷,𝑚

)
̸⊥ Null[𝐼𝑑𝑚 ,−𝑈

𝑇 ]}

Z𝑢 = ∪𝑈 ∈U𝑢
𝑍𝑢 (𝑈 );𝑍𝑢 (𝑈 ) ∈ Aff(𝑑𝑢 − 2)

U𝑢 = {𝑈 ∈ O(𝑑𝑢 ) :

(
𝛽𝑇𝑢 ,−𝛽𝑇𝑢
−𝜇𝑇

𝐴,𝑢
, 𝜇𝑇

𝐷,𝑢

)
̸⊥ Null[𝐼𝑑𝑢 ,−𝑈

𝑇 ]}

such that for any learner decision 𝜃 = (𝜃𝐴, 𝜃𝐷 ) which satisfies

(𝜃𝐴,𝑚, 𝜃𝐷,𝑚) ∈ Z𝑚 and (𝜃𝐴,𝑢 , 𝜃𝐷,𝑢 ) ∈ Z𝑢 also satisfies equality

of treatment.

Proof. We have that any policy 𝜃 = (𝜃𝐴, 𝜃𝐷 ) that satisfies or
(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) ⊥⊥ 𝐺 also satisfies equality of treatment. By Lemma

C.2 (𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) are generated in the manner 𝛽𝑇𝑋 ′𝑔 = 𝛽𝑇 (𝑋𝑔 +
𝑀𝜃𝑔) and𝜃𝑇𝑔 𝑋 ′𝑔 = 𝜃𝑇𝑔 (𝑋𝑔+𝑀𝜃𝑔). Under the normality assumption in

3.5, the ex-post joint distribution of the (pre-discretized) responses

and predictions conditioned on sensitive trait is

(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) ∼ N (𝜇̃𝑔, Σ̃𝑔)

𝜇̃𝑔 = (𝜃𝑇𝑔 (𝜇𝑔 +𝑀𝜃𝑔), 𝛽𝑇 (𝜇𝑔 +𝑀𝜃𝑔))

Σ̃𝑔 =

(
| |𝜃𝑔 | |2 𝜃𝑇𝑔 𝛽

𝜃𝑇𝑔 𝛽 | |𝛽 | |2
)

As mentioned, equality of responses plus equality of treat-

ment will be upheld by any policy that satisfies (𝜃𝑇
𝐴
𝑋 ′
𝐴
, 𝛽𝑇𝑋 ′

𝐴
) 𝑑=

(𝜃𝑇
𝐷
𝑋 ′
𝐷
, 𝛽𝑇𝑋 ′

𝐷
). Thus, the equality of treatment constraint set can

be studied by setting 𝜇̃𝐴 = 𝜇̃𝐷 and Σ̃𝐴 = Σ̃𝐷 , the resulting con-

straints are:

𝜃𝑇𝐴𝑀𝜃𝐴 = 𝜃𝑇𝐷𝑀𝜃𝐷

𝜃𝑇𝐴𝑀𝛽 + 𝛽
𝑇 𝜇𝐴 = 𝜃𝑇𝐷𝑀𝛽 + 𝛽

𝑇 𝜇𝐷

𝜃𝑇𝐴𝜇𝐴 = 𝜃𝑇𝐷𝜇𝐷 (C.1)

| |𝜃𝐴 | |2 = | |𝜃𝐷 | |2

𝜃𝑇𝐴𝛽 = 𝜃𝑇𝐷𝛽

The next observation is that we can decompose this feasibility

requirement into two, one which pertains to parameters that cor-

respond to “manipulable" features, and another which pertains

to “non-manipulable" features. For a general vector 𝑣 let 𝑣𝑚 (𝑖 ) =
𝑣𝑖1{𝑀𝑖=1} and 𝑣𝑢 (𝑖 ) = 𝑣𝑖1{𝑀𝑖=0} . The constraint C.2 will be satisfied
by any (𝜃𝐴, 𝜃𝐷 ) that satisfies both the following:

| |𝜃𝑚,𝐴 | |2 = | |𝜃𝑚,𝐷 | |2

𝜃𝑇𝑚,𝐴𝛽𝑚 − 𝜃
𝑇
𝑚,𝐷𝛽𝑚 = 𝛽𝑇 𝜇𝐷 − 𝛽𝑇 𝜇𝐴 (C.2)

𝜃𝑇𝑚,𝐴𝜇𝑚,𝐴 = 𝜃𝑇𝑚,𝐷𝜇𝑚,𝐷

| |𝜃𝑢,𝐴 | |2 = | |𝜃𝑢,𝐷 | |2

𝜃𝑇𝑢,𝐴𝛽𝑢 − 𝜃
𝑇
𝑢,𝐷𝛽𝑢 = −𝛽𝑇 𝜇𝐷 + 𝛽𝑇 𝜇𝐴 (C.3)

𝜃𝑇𝑢,𝐴𝜇𝑢,𝐴 = 𝜃𝑇𝑢,𝐷𝜇𝑢,𝐷

This can be seen by making note of the following identities:

| |𝜃 | |2 = | |𝜃𝑚 | |2 + ||𝜃𝑢 | |2, 𝜃𝑇 𝑣 = 𝜃𝑇𝑚𝑣𝑚 + 𝜃𝑇𝑢 𝑣𝑢 , 𝜃𝑇𝑀𝜃 = | |𝜃𝑚 | |2,
and 𝜃𝑇𝑀𝑣 = 𝜃𝑇𝑚𝑣𝑚 . The forms of constraints C.3, C.4 are nearly

identical so we only provide an analysis of the “manipulable" con-

straints (constraint C.3). On-wards let 2𝑑𝑚 be the dimension of the

parameter space (𝜃𝑚,𝐴, 𝜃𝑚,𝐷 )
We begin with the quadratic constraint | |𝜃𝑚,𝐴 | |2 = | |𝜃𝑚,𝐷 | |2.

The key observation is that this is satisfied if and only if there exists

𝑈 ∈ O(𝑑𝑚) such that 𝜃𝑚,𝐴 = 𝑈𝜃𝑚,𝐷 . Thus, for a fixed𝑈 ∈ O(𝑑𝑚)
we can write the constraint set as

Z(𝑈 ) : (𝜃𝑚,𝐴, 𝜃𝑚,𝐷 ) s.t. :
©­«

𝛽𝑚 −𝛽𝑚
𝜇𝑚,𝐴 −𝜇𝑚,𝐷

𝐼 −𝑈𝑇

ª®¬
(
𝜃𝑚,𝐴

𝜃𝑚,𝐷

)
=
©­«

𝑏0

0

0𝑑𝑚

ª®¬ .
Any choice of matrix𝑈 is satisfactory. However, in order to exclude

any 𝑈 that results in dim[𝑍 (𝑈 )] = 0, we only select 𝑈 such that

(𝛽𝑚,−𝛽𝑚)𝑇 ̸⊥ Null[𝐼 ,−𝑈𝑇 ] and (𝜇𝑚,𝐴,−𝜇𝑚,𝐷 )𝑇 ̸⊥ Null[𝐼 ,−𝑈𝑇 ]
Together, the constraint set is a union of 𝑑𝑚 − 2 dimensional sub-

spaces:

Z = ∪𝑈 ∈UZ(𝑈 )

U = {𝑈 ∈ O(𝑑𝑚) :

(
𝛽𝑚,−𝛽𝑚

𝜇𝐴,𝑚,−𝜇𝐷,𝑚

)
̸⊥ Null[𝐼 ,−𝑈𝑇 ]}

□

Proof of corollary 3.8 (ex-ante skill discrimination).

Note that now the joint distribution of (𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇 𝑆 ′𝑔) satisfies

(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇 𝑆 ′𝑔) ∼ N (𝜇̃𝑔, Σ̃𝑔)

𝜇̃𝑔 = (𝜃𝑇𝑔 Λ(𝜇𝑔 +𝑀Λ𝑇 𝜃𝑔), 𝛽𝑇 (𝜇𝑔 +𝑀Λ𝑇 𝜃𝑔))

Σ̃𝑔 =

(
𝜃𝑇𝑔 ΛΛ

𝑇 𝜃𝑔 + ||𝜃𝑔 | |2 𝛽𝑇Λ𝑇 𝜃𝑔
𝛽𝑇Λ𝑇 𝜃𝑔 | |𝛽 | |2 + 1

)
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The constraint | |𝜃𝐴 | |22 = | |𝜃𝐷 | |22 is satisfied for any 𝑈 ∈ O(𝑞) and
pair 𝜃 such that 𝜃𝐴 = 𝑈𝜃𝐷 , thus for every𝑈 there is a𝑞-dimensional

plane that satisfies the constraint | |𝜃𝐴 | |22 = | |𝜃𝐷 | |22. We begin with

the initial stratified manifold Z′ = ∪𝑈 ∈O𝑞Null[𝐼 − 𝑈𝑇 ]. By the

above, any 𝜃 ∈ Z′ satisfies | |𝜃𝐴 | |2 = | |𝜃𝐷 | |2. Let 𝑉 ′𝑈 ∈ Z satisfy

span{
(
Λ𝑇 0

0 Λ𝑇

)
𝑣 ; 𝑣 ∈ 𝑉 ′

𝑈
}} � R2𝑑 }. Under the transformation

𝑇 : 𝜃 → ˜𝜃 ∈ R2𝑑
;

˜𝜃 = (Λ𝑇 𝜃𝐴,Λ𝑇 𝜃𝐷 ), the remaining constraints (in

terms of
˜𝜃 ) are identical to those in the proof of 3.7. Thus, by theorem

3.7 there is a manifold
˜M ⊂ R2𝑑

such that any
˜𝜃 ∈ ˜M satisfies all

remaining constraints necessary for equality of treatment. Thus,

any 𝜃 ∈ M(𝑈 ) ≜ 𝑇 −1 (𝑀̃) ∩𝑉 ′
𝑈

satisfies equality of treatment, and

by the full rank property of Λ restricted to𝑉 ′
𝑈
,M(𝑈 ) is a manifold

of dimension at least O(𝑑). □

Theorem C.5 (Theorem 3.7 cost discrimination). Consider

the causal strategic classification setting (example 3.3). Suppose 𝜇𝐴 =

𝜇𝐷 = 0 and 𝑐𝐴 ≠ 𝑐𝐷 . There exist sets Z𝑚,𝐴 , Z𝑚,𝐷 , Z𝑢,𝐴 , Z𝑢,𝐷 of

the form:

Z𝑚,𝐴 = ∪(𝑘1,𝑘2 ) ∈K S
𝐴,𝑚

(𝑘1,𝑘2 ) ;S
𝐴,𝑚

(𝑘1,𝑘2 ) ∈ S(𝑑𝑚 − 2)

Z𝐷,𝑚 = ∪(𝑘1,𝑘2 ) ∈K S
𝐷,𝑚

(𝑘1,𝑘2 ) ;S
𝑈 ,𝑚

(𝑘1,𝑘2 ) ∈ S(𝑑𝑚 − 2)

Z𝐴,𝑢 = ∪(𝑘1,𝑘2 ) ∈K S
𝐴,𝑢

(𝑘1,𝑘2 ) ;S
𝐴,𝑢

(𝑘1,𝑘2 ) ∈ S(𝑑𝑢 − 2)

Z𝐷,𝑢 = ∪(𝑘1,𝑘2 ) ∈K S
𝐷,𝑢

(𝑘1,𝑘2 ) ;S
𝐷,𝑢

(𝑘1,𝑘2 ) ∈ S(𝑑𝑢 − 2)

K = {(𝑘1, 𝑘2) ∈ R+ × R : 𝑘1 >

√︃
𝑐𝐴
𝑐𝐷
|𝑘2 |

min( | |𝛽𝑢 | |, | |𝛽𝑚 | |)
}

such that for any policy 𝜃 = (𝜃𝐴,𝑚, 𝜃𝐴,𝑢 , 𝜃𝐷,𝑚, 𝜃𝐷,𝑢 ) which satisfies

𝜃 ∈ Z𝑚,𝐴 ×Z𝑚,𝐷 ×Z𝑢,𝐴 ×Z𝑢,𝐷 also satisfies ex-post equality.

Proof. By lemmaC.2 (𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) are generated in themanner

𝛽𝑇𝑋 ′𝑔 = 𝛽𝑇 (𝑋𝑔 + 1

𝑐𝑔
𝑀𝜃𝑔) and 𝜃𝑇𝑔 𝑋 ′𝑔 = 𝜃𝑇𝑔 (𝑋𝑔 + 1

𝑐𝑔
𝑀𝜃𝑔 + 𝜖).

Under the normality assumption in 3.5, the ex-post joint distribu-

tion of the (pre-discretized) outcomes and predictions conditioned

on sensitive trait is

(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇𝑋 ′𝑔) ∼ N (𝜇̃𝑔, Σ̃𝑔)

𝜇̃𝑔 = ( 1

𝑐𝑔
𝜃𝑇𝑔 𝑀𝜃𝑔,

1

𝑐𝑔
𝛽𝑇𝑀𝜃𝑔)

Σ̃𝑔 =

(
| |𝜃𝑔 | |2 𝜃𝑇𝑔 𝛽

𝜃𝑇𝑔 𝛽 | |𝛽 | |2
)

By the above lemma equality of treatments will be satisfied by any

policy that satisfies (𝜃𝑇
𝐴
𝑋 ′
𝐴
, 𝛽𝑇𝑋 ′

𝐴
) 𝑑= (𝜃𝑇

𝐷
𝑋 ′
𝐷
, 𝛽𝑇𝑋 ′

𝐷
). Thus, using a

nearly identical argument as the proof for the first part of theorem

C.5 the equality of treatments constraint set can be studied by

setting 𝜇̃𝐴 = 𝜇̃𝐷 and Σ̃𝐴 = Σ̃𝐷 , the resulting constraints are:

1

𝑐𝐴
𝜃𝑇𝐴𝑀𝜃𝐴 =

1

𝑐𝐷
𝜃𝑇𝐷𝑀𝜃𝐷

1

𝑐𝐴
𝜃𝑇𝐴𝑀𝛽 =

1

𝑐𝐷
𝜃𝑇𝐷𝑀𝛽 (C.4)

| |𝜃𝐴 | |2 = | |𝜃𝐷 | |2

𝜃𝑇𝐴𝛽 = 𝜃𝑇𝐷𝛽

Again, we can decompose this feasibility requirement into four

constraints, each which pertains to parameters that correspond to

“manipulable"/“non-manipulable" and a sensitive trait value . The

constraint C.5 will be satisfied by any (𝜃𝐴, 𝜃𝐷 ) that satisfies all four
the following for any pair (𝑘1, 𝑘2):

| |𝜃𝑚,𝐴 | |2 =
𝑐𝐴

𝑐𝐷
𝑘2

1

𝜃𝑇𝑚,𝐴𝛽𝑚 =
𝑐𝐴

𝑐𝐷
𝑘2 (C.5)

| |𝜃𝑚,𝐷 | |2 = 𝑘2

1

𝜃𝑇𝑚,𝐷𝛽𝑚 = 𝑘2 (C.6)

| |𝜃𝑢,𝐴 | |2 = 𝑘2

1

𝜃𝑇𝑢,𝐴𝛽𝑢 = 𝑘2 (C.7)

| |𝜃𝑢,𝐷 | |2 =
𝑐𝐴

𝑐𝐷
𝑘2

1

𝜃𝑇𝑢,𝐷𝛽𝑢 =
𝑐𝐴

𝑐𝐷
𝑘2 (C.8)

We have again used each of the following identities | |𝜃 | |2 = | |𝜃𝑚 | |2+
||𝜃𝑢 | |2, 𝜃𝑇 𝑣 = 𝜃𝑇𝑚𝑣𝑚 + 𝜃𝑇𝑢 𝑣𝑢 , 𝜃𝑇𝑀𝜃 = | |𝜃𝑚 | |2, and 𝜃𝑇𝑀𝑣 = 𝜃𝑇𝑚𝑣𝑚 .

Consider the first constraint set C.5; the constraint | |𝜃𝑚,𝐴 | |2 =
𝑐𝐴
𝑐𝐷
𝑘2

1

is a hypersphere (of dimension 𝑑𝑚,𝐴 − 1) with radius
𝑐𝐴
𝑐𝐷
𝑘2

1
. The

constraint 𝜃𝑇
𝑚,𝐴

𝛽𝑚 =
𝑐𝐴
𝑐𝐷
𝑘2 ⇐⇒ 𝜃𝑇

𝑚,𝐴

𝛽𝑚
| |𝛽𝑚 | | =

𝑐𝐴
𝑐𝐷

𝑘2

| |𝛽𝑚 | | is a
hyperplane. It is easy to see that the intersection between these

two geometric objects is either empty, (if | 𝑐𝐴𝑐𝐷
𝑘2

| |𝛽𝑚 | | | >
√︃

𝑐𝐴
𝑐𝐷
𝑘2

1
) or

is a hypersphere of dimension 𝑑𝑚,𝐴 − 2 (if | 𝑐𝐴𝑐𝐷
𝑘2

| |𝛽𝑚 | | | <
√︃

𝑐𝐴
𝑐𝐷
𝑘2

1
).

Note that an identical argument can be applied to each of the other

constraint sets, C.6, C.7, C.8. Each of these sets will be non-empy

so long as |𝑘1 | >
√︃

𝑐𝐴
𝑐𝐷

𝑘2

min( | |𝛽𝑢 | |, | |𝛽𝑚 | | ) . □

Proof of corollary 3.8 (cost discrimination). Note that

now the joint distribution of (𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇 𝑆 ′𝑔) satisfies

(𝜃𝑇𝑔 𝑋 ′𝑔, 𝛽𝑇 𝑆 ′𝑔) ∼ N (𝜇̃𝑔, Σ̃𝑔)

𝜇̃𝑔 = (𝜃𝑇𝑔 Λ(
1

𝑐𝑔
𝑀Λ𝑇 𝜃𝑔), 𝛽𝑇 (

1

𝑐𝑔
𝑀Λ𝑇 𝜃𝑔))

Σ̃𝑔 =

(
𝜃𝑇𝑔 ΛΛ

𝑇 𝜃𝑔 + ||𝜃𝑔 | |2 𝛽𝑇Λ𝑇 𝜃𝑔
𝛽𝑇Λ𝑇 𝜃𝑔 | |𝛽 | |2 + 1

)
The constraint | |𝜃𝐴 | |22 = | |𝜃𝐷 | |22 is satisfied for any 𝑈 ∈ O(𝑞) and
pair 𝜃 such that 𝜃𝐴 = 𝑈𝜃𝐷 , thus for every𝑈 there is a𝑞-dimensional

plane that satisfies the constraint | |𝜃𝐴 | |22 = | |𝜃𝐷 | |22. We begin with

the initial stratified manifoldZ′ = ∪𝑈 ∈O𝑞Null[𝐼 −𝑈𝑇 ], using the

above, any 𝜃 ∈ Z′ satisfies | |𝜃𝐴 | |2 = | |𝜃𝐷 | |2. Let 𝑉 ′𝑈 ∈ Z satisfy

span{
(
Λ𝑇 0

0 Λ𝑇

)
𝑣 ; 𝑣 ∈ 𝑉 ′

𝑈
}} � R2𝑑 }. Under the transformation

𝑇 : 𝜃 → ˜𝜃 ∈ R2𝑑
;

˜𝜃 = (Λ𝑇 𝜃𝐴,Λ𝑇 𝜃𝐷 ), the remaining constraints

(in terms of
˜𝜃 ) are identical to those in the proof of C.5. Thus,

by theorem 𝐶.5 there is a manifold
˜M ⊂ R2𝑑

such that any
˜𝜃 ∈

˜M satisfies all remaining constraints necessary for equality of

treatment. Thus, any 𝜃 ∈ M(𝑈 ) ≜ 𝑇 −1 (𝑀̃) ∩𝑉 ′
𝑈

satisfies equality
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of treatment, and by the full rank property of Λ restricted to 𝑉 ′
𝑈
,

M(𝑈 ) is a manifold of dimension at least O(𝑑). □

C.3 Proof of impossibility results
Proof of theorem 3.2: Under the unbiasedness assumption on

test signals, the optimal hiring policy for the firm will be of the

form 𝑓 (𝑥,𝑔) = 1{𝑥 ≥ 𝜃𝑔}. Consider a firm that uses a group blind

threshold policies of the form 𝑓 (𝑥, 𝑔) = 1{𝑥 ≥ 𝜃 } to hire workers,

where 𝜃 ∈ R is the threshold value for both groups. The workers’

expected utility for increasing skills from 𝑠 to 𝑠∗ is

𝑢𝑤 (𝑓 , 𝑠, 𝑠∗, 𝑔) = 𝑤𝐹 (𝜃 | 𝑠∗) − 𝑐 (𝑠, 𝑠∗), (C.9)

where 𝐹 (𝜃 | 𝑠∗) ≜ P{𝑋 > 𝜃 | 𝑆 = 𝑠∗} is the survival function of the

skill level assessment.

In the labor market example, the worker (in group 𝑔) response

𝑠′ (𝑠, 𝑓 𝑔) ≜ arg max𝑠∗𝑢𝑤 (𝑓 , 𝑠, 𝑠∗, 𝑔)

is generally non-decreasing. For example, suppose 𝑐𝐴 = 𝑐𝐷 = 𝑐 and

𝑐 (𝑠, 𝑠∗) = 𝑐
2
[𝑠∗ − 𝑠]2+, where [ · ]+ ≜ max{0, ·} is the ReLU function,

then the derivative of the worker response is

𝜕𝑠′ (𝑠, 𝑓 , 𝑔)
𝜕𝑠

= −
𝜕𝑠 𝜕𝑠∗𝑐 (𝑦, 𝑠∗) |𝑠∗=𝑠′ (𝑠,𝑓 ,𝑔)
𝜕2

𝑠∗𝑢𝑤 (𝑓 , 𝑦, 𝑠∗) |𝑠∗=𝑠′ (𝑠,𝑓 ,𝑔)
=
𝑐 −𝑤𝜕2

𝑦𝐹 (𝑡 | 𝑠′ (𝑠, 𝑓 , 𝑔))
𝑐

,

so
𝜕𝑠′ (𝑠,𝑓 ,𝑔)

𝜕𝑠
> 0 as long as 𝑐 is large enough. In general, We

are unconcerned with settings in which 𝑠′ (𝑠, 𝑓 , 𝑔) is not non-

decreasing in 𝑠 this would be both unintuitive and unrealistic. Under

the assumption that 𝑆 |𝐴 stochastically dominates 𝑆 |𝐷 , the non-

decreasingness of 𝑠′ (𝑠, 𝑓 , 𝑔) in 𝑠 implies 𝑆 ′ |𝐴 is stochastically domi-

nates 𝑆 ′ |𝐷 , which precludes equal ex post responses (in particular

E[𝑌 ′ |𝐴] > E[𝑌 ′ |𝐷]).
On the other hand, suppose that 𝑆 |𝐴 𝑑

= 𝑆 |𝐷 but 𝑐𝐴 < 𝑐𝐷 , keeping

the assumption that policies are group blind. Note that

𝜕

𝜕𝑐
𝑠′ (𝑠, 𝑓 , 𝑐) =

𝑤𝜕2

𝑠∗𝐹 (𝑡 |𝑠
∗) |𝑠∗=𝑠′ (𝑠,𝑓 ,𝑐 ) − 𝑐

[𝑠′ (𝑠, 𝑓 , 𝑐) − 𝑠]+
This implies that if 𝑐𝐴, 𝑐𝐷 are large enough with 𝑐𝐴 < 𝑐𝐷 two

workers from each group with 𝑠𝐴 = 𝑠𝐷 will have 𝑠′ (𝑠, 𝑓 , 𝑐𝐴) >
𝑠′ (𝑠, 𝑓 , 𝑐𝐷 ) implying 𝑆 ′ |𝐴 stochastically dominates 𝑆 ′ |𝐷 , which pre-

cludes equal ex post responses.

Finally, the fact that only group blind policies will satisfy equality

of outcomes with respect to 𝑚FPR (𝑓 , 𝑔) and 𝑚FNR (𝑓 , 𝑔) follows
immediately from the market assumption that 𝑋 ′ is independent
of 𝐺 given 𝑌 ′. □

D APPENDIX A PROOFS
D.1 Proof of Proposition A.1

Proof. We prove the statement on 𝜇 (𝑄), the proof for EPR(𝑄)
is identical. We have:

𝜇𝑖 𝑗 (𝑄) = E(𝑋 ′,𝑌 ′ ),𝑄,G [ℎ𝑖 (𝑄 (𝑋 ′), 𝑌 ′) |G = 𝑔 𝑗 ]

By the law of total (conditional) expectation this is equivalent to

𝜇𝑖 𝑗 (𝑄) =
∑︁
𝑓 ∈F

𝑃 (𝑄 = 𝑓 )E(𝑋 ′,𝑌 ′ ),𝑄 [ℎ𝑖 (𝑄 (𝑋 ′), 𝑌 ′) |𝐺

= 𝑔 𝑗 , 𝑄 = 𝑓 ]𝑃 (𝑄 = 𝑓 |𝐺 = 𝑔 𝑗 )

By assumption 𝑃 (𝑄 = 𝑓 |𝐺 = 𝑔 𝑗 ) = 𝑃 (𝑄 = 𝑓 ). Note

also that E(𝑋 ′,𝑌 ′ )∼D(𝑄 ),𝑄 [ℎ𝑖 (𝑄 (𝑋 ′), 𝑌 ′) |𝐺 = 𝑔 𝑗 , 𝑄 = 𝑓 ] =

E(𝑋 ′,𝑌 ′ )∼D(𝑓 ) [ℎ𝑖 (𝑓 (𝑋 ′), 𝑌 ′) |G = 𝑔 𝑗 ] = 𝜇𝑖 𝑗 (𝑓 ). Thus

𝜇𝑖 𝑗 (𝑄) =
∑︁
𝑓 ∈F

𝑃 (𝑄 = 𝑓 )𝜇𝑖 𝑗 (𝑓 ) =
∑︁
𝑓 ∈F

𝑃 (𝑄 = 𝑓 )𝜇𝑖 𝑗 (𝑓 ) =
∑︁
𝑓 ∈F

𝑄 (𝑓 )𝜇𝑖 𝑗 (𝑓 )

□

D.2 Proof of Generalization Error
Proposition D.1 (Agarwal et al. [1] Lemma 3). Suppose that

the constraint𝑀𝜇 (𝑄) ≤ 𝑐 is feasible. Then if 𝑄̂ is a 𝜖-saddle point of

equation 4.2 the following holds:

| |𝑀𝜇 (𝑄̂) − 𝑐 | |∞ ≤
1 + 2𝜖

𝐵

Proposition D.2 (Agarwal et al. [1] Lemma 2). If 𝑄̂ is an 𝜖-

saddle point, then for all 𝑄 such that𝑀𝜇 (𝑄) ≤ 𝑐 the distribution 𝑄̂
satisfies

ÊPR(𝑄̂) ≤ ÊPR(𝑄) + 2𝜖.

The technical tool we use to study the generalization properties

of algorithm 1 is the Rademacher complexity, which we now define.

Definition D.3. Let F be a class of functions 𝑓 : X → [0, 1] and
𝜖𝑖 be i.i.d. Rademacher random variables. the Rademacher complexity

of F is defined as

R𝑛 (F ) ≜ sup

𝑥1,...,𝑥𝑛∈X
E𝜖 sup

𝑓 ∈F
| 1
𝑛

𝑛∑︁
𝑖=1

𝜖𝑖 𝑓 (𝑥𝑖 ) |

The primary obstacle to proving a generalization bound will

be to establish bounds on the Rademacher complexity of the func-

tion classes 𝜇𝑖 (𝜃 ), ˆEPR(𝜃 ). Beyond this the analysis is a standard

application of the arguments in [1].

Lemma D.4. Let X ≜ {𝑥 ∈ R𝑑 ; | |𝑥 | | ≤ 𝐶}, let H𝜃 = {𝜃𝑇 𝑥 ;𝑥 ∈
X, 𝜃 ∈ Θ}.

𝜇1 (𝜃 ) =
𝑛∑︁
𝑖=1

𝜎 (𝜃𝑇 (𝑥𝑖 +𝑀𝑎(𝜃 ))),

𝜇2 =

𝑛∑︁
𝑖=1

𝜎 (𝛽𝑇 (𝑥𝑖 +𝑀𝑎(𝜃 ))),

𝜇3 =

𝑛∑︁
𝑖=1

𝜎 (𝜃𝑇 (𝑥𝑖 +𝑀𝑎(𝜃 )))𝜎 (𝛽𝑇 (𝑥𝑖 +𝑀𝑎(𝜃 ))) .

Then the following hold:

(1) With probability at least 1 − 𝛿 for all 𝜃 ∈ Θ,

|𝜇1 (𝜃 )−𝜇1 (𝜃 ) | ≤ 2𝑅𝑛 (H𝜃 )+2 sup

𝜃 ∈Θ
|𝜃𝑇𝑀𝑎(𝜃 ) |/(

√
𝑛)+

√︂
𝑙𝑛(2/𝛿)

2𝑛
∼ ˜O(𝑛−1/2)

(2) With probability at least 1 − 𝛿 for all 𝜃 ∈ Θ

|𝜇2 (𝜃 )−𝜇2 (𝜃 ) | ≤ 2| |𝛽 | |𝐶/
√
𝑛+2 sup

𝜃 ∈Θ
|𝛽𝑇𝑀𝑎(𝜃 ) |/

√
𝑛+

√︂
𝑙𝑛(2/𝛿)

2𝑛
∼ ˜O(𝑛−1/2)

(3) With probability at least 1 − 𝛿 for all 𝜃 ∈ Θ
|𝜇3 (𝜃 ) − 𝜇3 (𝜃 ) | ≤

2

√
2| |𝛽 | |𝐶/

√
𝑛 + 2

√
2 sup

𝜃 ∈Θ
|𝛽𝑇𝑀𝑎(𝜃 ) |/

√
𝑛 + 2

√
2𝑅𝑛 (H𝜃 )
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+2
√

2 sup

𝜃 ∈Θ
|𝜃𝑇𝑀𝑎(𝜃 ) |/(

√
𝑛) +

√︂
𝑙𝑛(2/𝛿)

2𝑛
∼ ˜O(𝑛−1/2)

Proof. (1) Let F𝜃 be the class of functions 𝑓𝜃 : 𝑠 → 𝜎 (𝜃𝑇 (𝑥+
𝑀𝑎(𝜃 ))) ∈ [0, 1]. By a standard concentration inequality,

with probability at least 1 − 𝛿 for all 𝜃 ∈ Θ,

|𝜇1 (𝜃 ) − 𝜇1 (𝜃 ) | ≤ 2𝑅𝑛 (F𝜃 ) +
√︂
𝑙𝑛(2/𝛿)

2𝑛

Thus it remains to find an appropriate bound for 𝑅𝑛 (F𝜃 ).
Note that

𝑅𝑛 (F𝜃 ) = sup

𝑥1,...,𝑥𝑛∈X
E𝜖𝑖 [sup

𝜃 ∈Θ
| 1
𝑛

𝑛∑︁
𝑖=1

𝜖𝑖𝜎 (𝜃𝑇 (𝑥𝑖 +𝑀𝑎(𝜃 ))) |]

Talegrands

≤ sup

𝑥1,...,𝑥𝑛∈X
E𝜖𝑖 [sup

𝜃 ∈Θ
| 1
𝑛

𝑛∑︁
𝑖=1

𝜖𝑖𝜃
𝑇 𝑥𝑖 + 𝜖𝑖𝜃𝑇𝑀𝑎(𝜃 ) |]

≤ sup

𝑥1,...,𝑥𝑛∈X
E𝜖𝑖 [sup

𝜃 ∈Θ
| 1
𝑛

𝑛∑︁
𝑖=1

𝜖𝑖𝜃
𝑇 𝑥𝑖 |] + E𝜖𝑖 [sup

𝜃 ∈Θ
| 1
𝑛
𝜖𝑖𝜃

𝑇𝑀𝑎(𝜃 ) |]

≤ 𝑅𝑛 (H𝜃 ) + sup

𝜃 ∈Θ
|𝜃𝑇𝑀𝑎(𝜃 ) |/

√
𝑛

(2) By an identical argument to the case of 𝜇1 we have that with

probability at least 1 − 𝛿 for all 𝜃 ∈ Θ we have

|𝜇2 (𝜃 ) − 𝜇2 (𝜃 ) | ≤ sup

𝑥1,...,𝑥𝑛∈X
E𝜖 |

1

𝑛

𝑛∑︁
𝑖=1

𝜖𝑖𝛽
𝑇 𝑥𝑖 | + sup

𝜃 ∈Θ
|𝛽𝑇𝑀𝑎(𝜃 ) |/

√
𝑛

The first term is trivially bounded above by the empirical

Rademacher complexity of the function class {𝑤𝑇 𝑥 ;𝑥 ∈
X, | |𝑤 | |2 ≤ ||𝛽 | |2} which is bounded above by | |𝛽 | |𝐶/

√
𝑛

(3) Let B𝜃 be the function class 𝑏𝜃 : 𝑥 → 𝜎 (𝛽𝑇 (𝑥 +𝑀𝑎(𝜃 ))) ∈
[0, 1], and let Π𝜃 be the function class 𝜋𝜃 : 𝑥 → 𝜎 (𝛽𝑇 (𝑥 +
𝑀𝑎(𝜃 )))𝜎 (𝜃𝑇 (𝑥 + 𝑀𝑎(𝜃 ))) ∈ [0, 1]. Note that this second
function class can be thought of as the composition of the

(1-Lipschitz on [0, 1] × [0, 1]) function𝜓 (𝑥,𝑦) = 𝑥𝑦 and the

vector valued function 𝑣 (𝑥) = (𝜎 (𝛽𝑇 (𝑥 +𝑀𝑎(𝜃 ))), 𝜎 (𝜃𝑇 (𝑥 +
𝑀𝑎(𝜃 )))). Thus by corollary 4 of [44] we have

R𝑛 (Π𝜃 ) ≤
√

2[R𝑛 (B𝜃 ) + R𝑛 (F𝜃 )]

From here we simply plug in the upper bounds for R𝑛 (B𝜃 )
and R𝑛 (F𝜃 ) attained in part 1 and 2 and the standard con-

centration inequality used throughout.

The fact that each quantity (1,2,3) is ∼ ˜O(𝑛−1/2) follows from
the well-known result that R𝑛 (H𝜃 ) ∼ O(𝑛−1/2) if 𝑥 and 𝜃 are

bounded. □

Proof of theorem A.4.

Note that | |𝑀𝜇 (𝑄̂) | |∞ ≤ ||𝑀 (𝜇 (𝑄̂) − 𝜇 (𝑄̂)) | |∞ + ||𝑀𝜇 (𝑄̂) | |∞.
By proposition D.1 (and choice of 𝜈) it holds that | |𝑀𝜇 (𝑄̂) | |∞ ≤
1+2𝜖
𝐵

. By the form of𝑀 , | |𝑀 (𝜇 (𝑄̂) − 𝜇 (𝑄̂)) | |∞ ≤ 2| |𝜇 (𝑄̂) − 𝜇 (𝑄̂) | |∞.
Then by lemma D.4 and a union bound, with probability at least

1 − 6𝛿 , it holds that | |𝜇 (𝑄̂) − 𝜇 (𝑄̂) | |∞ ≤ O(min(𝑛𝐴, 𝑛𝐷 )−1/2) +
8

√︃
𝑙𝑛 (2/𝛿 )

2min(𝑛𝐴,𝑛𝐷 )
Additionally, by our choice of 𝜈 , | |𝑀 (𝜇 (𝑄∗)) | | ≤ 𝑐 , so by propo-

sition D.2 ÊPR(𝑄̂) ≤ ÊPR(𝑄∗) + 2𝜖 . By the argument of part 3 of

lemma 𝐷.4 (and the additive nature of Rademacher complexity),

with probability at least 1 − 𝛿

|ÊPR(𝑄̂) − EPR(𝑄̂) | ≤ O(min(𝑛𝐴, 𝑛𝐷 )−1/2) +

√︄
𝑙𝑛(2/𝛿)

2min(𝑛𝐴, 𝑛𝐷 )

|ÊPR(𝑄∗) − EPR(𝑄∗) | ≤ O(min(𝑛𝐴, 𝑛𝐷 )−1/2) +

√︄
𝑙𝑛(2/𝛿)

2min(𝑛𝐴, 𝑛𝐷 )
Thus with probability at least 1 − 𝛿 it holds that EPR(𝑄̂) ≤
EPR(𝑄∗)+2𝜖+O(min(𝑛𝐴, 𝑛𝐷 )−1/2)+2

√︃
𝑙𝑛 (2/𝛿 )

2min(𝑛𝐴,𝑛𝐷 ) . A final union

bound completes the proof.

□

E EXPERIMENTS
E.1 Experimental Details
All experiments were done on Google Colab using only a CPU. The

chosen parameters for data generation are 𝛽 = 110, 𝜇𝐴 = 0.5 ∗ 110,

𝜇𝐷 = 0.1 ∗ 110, 𝑐𝐴 = 4

2
| |𝑎 | |2

2
, 𝑐𝐷 = 10

2
| |𝑎 | |2

2
, Σ = 𝐼10×10, Λ = 𝐼10×10

with ex-ante skills generated fromN(𝜇𝑔, Σ) distributions. Each base
line was also implemented using a reduction method. Step size 𝜂𝑡
was selected according to the convergence theory, 𝐵 was selected to

achieve at least 10
−5

fairness violation on the training set. Training

and test sizes of 500 samples were used, with a random seed of 0

for the training set and a random seed of 1 for the test set.

E.2 Additional Experiments

Figure 3: Equality of treatment + Equality of responses on
training set
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