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ABSTRACT
The introduction of AI into working processes has resulted in work-
ers increasingly being subject to AI-related harms. By analyzing
incidents of worker-related AI harms between 2008 and 2023 in
the AI Incident Database, we find that harms get addressed under
considerably restricted scenarios. Results from a Qualitative Com-
parative Analysis (QCA) show that workers with more power re-
sources, either in the form of expertise or labor market power, have
a greater likelihood of seeing harms fixed, all else equal. By con-
trast, workers lacking expertise or labor market power, have lower
success rates and must resort to legal or regulatory mechanisms
to get fixes through. These findings suggest that the workplace is
another arena in which AI has the potential to reproduce existing
inequalities among workers and that stronger legal frameworks
and regulations can empower more vulnerable worker populations.
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1 INTRODUCTION
The introduction of AI can produce numerous changes in the
workplace– challenging human expertise, expanding the predic-
tive potential of large datasets, and replacing organizational goals
with algorithmic incentives [9, 15, 18, 24]. Not all changes are
beneficial and workers themselves are frequently subject to harm.
While studies have documented the harmful effects of algorithmic
mismanagement, labor exploitation in the AI supply chain, and
social bias in machine learning models, less work has been done
to examine the ways that workers have responded to such harms
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[8, 17, 29, 37, 40, 41, 57]. To our knowledge, no work has yet sys-
tematically examined what factors increase the likelihood of AI
workplace harms being fixed, either by offering a technical solution
to fix the origin of the harm, discontinuing the use of the technol-
ogy itself, and/or offering compensation to workers for the harms
incurred.

An extensive literature within the computer sciences has sought
to provide preventative measures and technical fixes to AI harms
through the use of audits and assessments [13, 38, 47]. This research,
while valuable, is predicated on the expectation that creators of AI
systems want to minimize harms and agree with users and com-
munity members on what those harms look like. Our study begins
first and foremost with the assertion that AI is a sociotechnical
system [33]. In addition to focusing on the micro-level processes
and interventions that lead to AI harms, we should also seek to un-
derstand how these harms are received at the level of the workplace,
supplementing our technical understanding with social-scientific
explanations [7, 41].

This study focuses on one population that has been impacted
by AI’s adoption and development: workers. Using data from the
AI Incidents Database (AIID), a publicly accessible global dataset
of AI harms, we evaluate all reports of workers being harmed
by AI and determine which configurations of power have been
most successful in providing fixes for AI harms. Power resource
theory, which maintains that workers can utilize different forms of
collective power to achieve their demands, provides a theoretical
foundation for understanding the ways that workers can assert
power over the governance of AI in the workplace [32, 50, 51, 58].
We bridge an existing sociological literature on power relations
in the workplace with discussions of safety and fairness in the AI
literature.

We use the term “artificial intelligence” to mean technologies
employing machine learning, which includes but is not limited to
software employing algorithms and hardware such as robots or
self-driving cars. At times throughout the paper, we may use more
specific terms such as “machine learning” or “algorithms” when
describing specific cases. “AI workplaces,” another term we employ
throughout, simply means any physical or virtual workplace that
incorporates the use of AI technologies in a non-incidental way.

Through our analysis, we find that AI harms get addressed under
considerably restricted scenarios. Workers with more power re-
sources, either in the form of expertise or labor market power, have
a greater likelihood of seeing harms fixed, all else equal. By con-
trast, workers lacking recognized expertise or labor market power
have much lower success in getting harms fixed and must resort
to legal or regulatory mechanisms, to get fixes through. These
findings suggest that the workplace is another arena in which AI
has the potential to reproduce existing inequalities among workers
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and that stronger legal frameworks and regulations can empower
more vulnerable worker populations.

We begin this paper with an overview of the existing literature
on AI harms in the workplace. We unpack the ways that harms
in the field are inherently power-laden and then introduce power
resource theory as a means to understand AI systems from a so-
ciological perspective. We introduce a typology of AI harms that
includes algorithmic labor, algorithmic management, algorithmic
recommendation, and data misuse. Following this, we introduce
our dataset, methods (qualitative comparative analysis, or QCA)
and variables. We explain our findings, presenting several cases
from our database for illustrative purposes. Finally, we end with
a discussion of our findings, the limitations of our analysis, and
avenues for further research.

2 AI HARMS IN THEWORKPLACE
Harms are by no means unique to AI workplaces but the presence
of algorithms can make it more difficult to identify both the source
of a harm and its potential fix [21]. Harms can occur in situations
of negligence– where the outcome was clearly an accident—or in
situations of normative uncertainty– where the boundaries of what
is considered safe and fair are contested [3, 39]. The challenge
often lies in determining which it is and finding a consensus path
toward fixing the harm. As literature in both sociology and AI has
demonstrated, whether or not a harm is categorized as an accident
is ultimately a question of power and has a significant effect on
the likelihood of a harm being addressed [4, 44]. Viewing the AI
workplace through the lens of power resource theory allows us
to determine who holds power, who defines harms, and the ways
in which power may be leveraged towards finding recourse for
harmed workers.

Power resource theory has been applied to the study of organized
labor in order to determine which strategies are most successful
in forcing employers to meet worker demands [32, 51, 58]. The
premise of power resource theory is that a group of workers in a
structurally disadvantaged relationship with their employer can
utilize different forms of collective power– structural, associational,
institutional, and societal– in order to force their employer to give
in to their demands [50]. Political scientists have expanded on this
theory to argue that countries with strong labor movements, such
as Sweden, Germany, or Norway, have strong welfare states while
countries with weak labor movements tend to have weak ones [35,
52]. While power resource theory scholars have mostly examined
organized labor, workers taking any sort of group action— whether
a lawsuit, media campaign, internal or external protest— can be
thought of as utilizing their power collectively. Power resource
theory rests on a Weberian perspective of power— that success
rests upon convincing another party to carry out your will despite
their opposition— and therefore is especially relevant in the study
of harms in the workplace [55]. To construct our argument, we
first identify the ways in which existing literature suggests AI
workplaces may structurally differ from non-AI workplaces before
examining potential protest strategies and relevant forms of power.

Existing literature on AI and work suggests three potential chal-
lenges to identifying and fixing AI harms in the workplace. First, be-
cause AI, and in particular, machine learning algorithms are “black

box” technologies, workers may struggle to explain the source of
harm and suggest a specific solution [43]. Burrell (see [14]) de-
scribes AI systems as possessing three forms of opacity: corporate
secrecy, technical illiteracy, and opacity of scale. All three are po-
tentially problematic to the resolution of AI workplace harms. In
their study of worker protests of AI, Nedzhvetskaya and Tan (see
[40]) show that certain types of workers have a privileged ability to
“unpack” the black box. Highly trained, technical workers are able
to claim proximate knowledge, or an in-depth understanding, of
the ways that these technologies operate and can thus incorporate
that in their response to harms and speak to whether or not harms
are justifiable (see also [57]).

More precarious workers, by contrast, are rarely able to make
such claims and are more likely to be involved in actions where
they themselves are the subject of harm (cf. [45]). The opacity
of algorithms coupled with a workers’ technical background, or
lack thereof, is a factor in their ability to make claims to certain
forms of harm and, one might expect, their ability to advocate for
fixing these harms. The algorithmic recourse and accountability
literature argues that individuals should have the ability to reverse
unfavorable decisions from classification models through changes
to the input variables [53, 54]. In other words, algorithms should
be kept accountable to the populations they serve and allow for
agentic human intervention. Precarious workers especially lack
the power to hold algorithms accountable if they lack subject area
expertise or access to the social, political, and economic resources
that are necessary to demand recourse.

This form of power has traditionally been conceived of as pro-
fessional jurisdiction. Professional jurisdiction is defined as an
exclusive set of rights held by a profession that gives its members
control over a set of practices, the boundaries of its membership,
and its self-discipline, among other aspects [1, 6]. Eyal (see [25])
disaggregates experts (i.e., professionals) from expertise entirely.
To explain the precipitous rise of autism diagnosis in the late 20th
century, he argues the deinstitutionalization of mental retarda-
tion allowed a new set of actors—parents of children with autism
working in alliance with psychologists and therapists—to develop
a non-professionalized type of expertise that relied not on formal
professional institutions but on networks that link agents, devices,
concepts, and institutional and spatial arrangements together. Like
professional associations, unions, and other forms of organized
labor, expertise relies heavily on associational power, the ability to
act collectively with fellow members to impose standards or barri-
ers to the profession [27]. Expertise has been shown to play a role
in driving the success of occupational activists, individuals who
use their profession—and its associated expertise—to make moral
or political stands [16]. The ability to assert expertise over the area
in which a harm occurred allows workers some recourse over their
employers and may allow them greater agency and power to act.

The second reason why AI workplaces might be challenging
places to identify and fix harms is their use of algorithmic manage-
ment. An increasing number of workplaces do not just implement
AI systems– they use AI systems to manage workers, making deci-
sions about how they spend their time and resources [29, 36]. This
expands the space for AI-related harms into the realm of workplace
control and labor relations. Workers must also contend with an
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algorithm controlling the labor process and/or wages thus caus-
ing them direct harm. In their study of Uber drivers, for example,
Rosenblat and Stark (see [49]) describe how Uber drivers see them-
selves as harmed by the platform’s opaque pricing algorithm, an
intentional feature implemented by the company for more effective
management. Lei (see [37]) answers an even more critical question
about algorithmic management– can algorithmic management it-
self cause more conflict and harm than traditional management?
Through a comparative study of food-delivery workers in China,
one set employed on a traditional service platform and another set
employed on a gig platform, she finds that algorithmic management
itself leads to a greater perception of exploitation and harm among
workers, even when working conditions are otherwise similar.

However, other studies suggest that we should be wary of view-
ing all algorithmic management as exploitative and inferior to
traditional forms of management. In their survey of food delivery
workers, Griesbach, et al. (see [29]) find that not all algorithmic
management systems are created equal. Their survey finds signif-
icantly worse job satisfaction for Instacart workers compared to
other food delivery platforms due to their stringent and despotic
management style. Moreover, in the Global South where informal
employment relations are dominant, platforms and algorithmic
management have been characterized as creating a more formal
employment relationship than what would otherwise be present
[11, 30]. To date, most studies of algorithmic management have
involved gig workers and this is no coincidence. Gig work plat-
forms were among the earliest workplaces to introduce algorithmic
management and to experiment and develop their practices [28, 34].
These platforms lent themselves to algorithmic management be-
cause they were platform services and hosted large numbers of
workers who were relatively easy to replace. Having relatively
low labor market power has the potential to make workers more
vulnerable to harm because the individual value of any one worker
may not be sufficient to justify a fix from the employer. For this
reason, employees with low labor market power can especially
benefit from taking power collectively [31].

Finally, scholars have also pointed to new ways in which the
rapid adoption of AI and automation technologies deskills labor or
alters the nature of work entirely. Fox et al. (see [26]) looked at
howworkers smooth the relationship between robotics and their so-
cial and material environment. They identified a new type of work
where workers operate in the space between what AI purports to do
and what it can actually accomplish, which the authors call “patch-
work.” Working to fix the shortcomings of AI technologies, these
workers are often invisible and undervalued. Moreover, deskilling—
like algorithmic management—shifts the balance of power away
from workers and towards management by rendering worker skill
sets more easily replaceable and less valuable. Deskilling, however,
is itself not usually considered a distinct harm (e.g., our dataset does
not consider deskilling a type of harm) making it hard to address.
However, as we shall see in the next section, there are instances of
harm that arise from “patchwork,” deskilled, or replaced jobs.

Existing studies of AI and work demonstrate the ways in which
AI can be the cause of worker harm and also the ways that different
types of workers may be more likely to experience harms. We
do not know, however, what factors determine what workplace
harms are recognized and fixed and under what conditions. Power

resource theory encourages us to look systematically at the ways
that workers leverage their power to fix harms in the workplace
and at the strategies that succeed.

3 RESEARCH METHODS AND DATA
We advance prior research on AI governance by analyzing incidents
of AI harms between 2008 and 2023 and assessing the effects work-
ers have onwhether harms are addressed. We analyze the four types
of AI harms– algorithmic labor, algorithmic management, algorith-
mic recommendation, and data misuse– and three worker-related
variables— expertise, labor market power, and worker response—
to highlight the different power resources workers can utilize in
their relationship with their employers. We further break down
worker responses into four types– collective action, legal response,
media campaign, and internal response– to determine whether the
type of response plays a role in the likelihood of having a harm
fixed. We use Qualitative Comparative Analysis (QCA) to identify
the necessary conditions under which harms are addressed.

3.1 Overview of Data
In our analysis, we define workers as individuals who receive com-
pensation for their labor from an organized entity, which can in-
clude a for-profit firm, a non-profit organization, or a gig work
platform. At the most basic level, this would include workers who
are directly employed by an organization and receive salaries or
wages. However, direct employment does not limit our definition
of a worker. We include gig workers, contractors, content creators,
and small business owners who are reliant upon platforms to pro-
vide or sell their services in our definition of workers. While these
workers may not be directly employed by an organization, they
are overwhelmingly reliant on particular platforms that can sub-
ject them to AI harms. In this way, losing placement or status on
one of these platforms is tantamount to losing a job or receiving
a demotion. In such cases, we consider platforms equivalent to
employers. As workplaces become reorganized in new and often
more precarious ways, we find it critical to expand our definition
of who can be considered a worker in order to account for the new
power relationships that emerge [56].

Our data on incidents of AI harms come from the AI Incident
Database (hereafter AIID). AIID is a project of the Responsible AI
Collaborative, a non-profit organization that was founded with
sponsorship from the Partnership on AI, an industrial/non-profit
cooperative. Partnership on AI receives funding and support from
numerous academic, industry, and non-profit organizations but
PAI itself did not have direct oversight over how the AIID was
compiled or how incidents were chosen or categorized. Incidents
are broadly defined as “unforeseen and often dangerous failures”
and can, according to the AIID website, include autonomous ve-
hicle accidents, trading algorithms that cause market crashes, or
bias in facial recognition systems. AIID has documented over 500
incidents involving AI. Since our research focuses on harms related
to workers, the first step of our analysis was to filter the dataset by
harms towards workers as defined above. For the purposes of this
analysis, we excluded incidents where workers were harmed by an
entity other than their employer, e.g. a self-driving car crashing
into a bus driven by a city employee, because the strategies for
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Table 1: Typology of worker’s source of power

Variable Coding Definition

Expertise 0 = low expertise, 1 = high expertise A harm falls under professional jurisdiction or expertise
knowledge of a worker’s profession.

Worker Response 0 = no worker response, 1 = worker
response

A worker response indicates that workers took action
independently and proactively of management to publicize or
seek recourse to a harm.

Types of Worker Responses 0 = no workers response, 1 =
collective action, 2 = media response,
3 = internal response, 4 = legal
response

Collective action indicates organized protest. Media response
indicates a deliberate media campaign. Internal response
indicates workers raised the issue with their employer. Legal
response indicates workers sought legal or regulatory action.

Labor Market Power 0 = low labor market power, 1 = high
labor market power

A worker has high labor market power if their profession is
either protected by professional barriers (e.g. licensing,
membership, specialized education) or is highly demanded in
the labor market (higher than average compensation).

seeking a fix to such a harm would be categorically different from
those where the worker is directly reliant on the organization/plat-
form. Narrowing the dataset down on these two dimensions leaves
us with 71 incidents.

AIID relies on media accounts to identify incidents. Davenport
(see [19]) and Earl et al. (see [23]) identify selection bias and de-
scription bias as two potential shortcomings of protest accounts
gathered through mass media. Selection bias leads media outlets to
focus on the most visible incidents, often involving recognizable
names or figures. Description bias leads to biased or incomplete
accounts of incidents, for instance, portraying only one side of the
events that took place. Because we rely on AIID to identify AI
harm incidents, our ability to reduce selection bias is limited. The
majority of the harm incidents in our dataset come from workers
themselves, meaning that workers themselves have taken the initia-
tive to report their incidents to the media. This highlights another
potential weakness in relying on media reporting to understand
how AI technology harms workers. Whereas professional workers
may have direct social network connections or simply feel embold-
ened to share their stories with reporters, workers who are more
precarious/marginal may not have the same access to journalists
or reporters to whom they can tell their stories. We attempt to
remedy description biases by avoiding reliance on a single news
source. The AIID database typically includes multiple news articles
about a single incident. Where multiple sources are not available,
said incident is researched further for other instances of news re-
porting. Following the guidelines throughout this template will
also improve the accessibility of your manuscript and increase the
audience for your work. Ensure that heading styles are applied
as instructed, tables are created using Word’s table feature (rather
than an image), figures have a text equivalent, and list styles are
applied as instructed.

3.2 Independent Variables
We assess the effects of three variables related to the kinds of power
workers have— expertise, labor market power, and worker response
(Table 1)—and the nature of the harm—algorithmic labor, algorith-
mic management, algorithmic recommendation, and data misuse
(Table 2)—for their impact on our outcome variable—whether or
not the AI harm in the workplace was addressed by the employer.
Table 3 shows descriptive statistics for our dataset.

Expertise. While professional jurisdiction is typically defined as
the exclusive set of rights held by a profession and is commonly
associated with professions that have a formal organizational struc-
ture (i.e., professional associations) and licensing practices, we focus
more broadly on the power of worker’s expertise—expertise that
is granted either by the associational power of a profession [1]
or networks that link agents, devices, concepts, and institutional
and spatial arrangements together [25]. Workers we coded with
expertise include high-tech workers, AI ethicists, mechanics, police
officers, etc. Workers we coded with low expertise include gig
workers, content moderators, etc.

Worker response. How workers choose to respond (if at all) to
being harmed by AI technology is also an important variable. We
categorize an incident as having a worker response if the worker
harmed or adjacent peers took an action independently and proac-
tively of management to publicize or seek recourse to the inflicted
harm. We code this variable as a binary but also create dummy
variables for the specific types of action that workers can take. The
possible types of actions we considered were: collective action,
legal response, media campaign, and internal response, i.e. raising
the issue directly with the employer. Where none of these condi-
tions are met, we categorized workers as not having a response.
In cases involving internal channels, we note the possibility that
reporting is biased towards cases that have had fixes. Incidents
where workers only take action through internal complaints—- fore-
going more public actions such as lawsuits, protests, or speaking
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Table 2: Typology of AI Harms

Type of Harm Definition Examples

Algorithmic labor Algorithm performs the function of a
human worker and commits a harm
as part of its labor

Incident 125: Amazon robotic fulfillment centers report a
higher serious injury rate for human workers.

Incident 127: An MSN news article features the wrong
mixed-race person allegedly selected by an algorithm.

Algorithmic management Algorithm manages the labor of
human workers and commits a harm
as part of its management

Incident 94: Deliveroo’s algorithm punishes workers with
legitimate reasons for canceling their shifts per their company
policy.

Incident 135: UT Austin’s Computer Science Dept. designed
an assistive algorithm for PhD applications that perpetrated
existing demographic inequalities within the department.

Algorithmic recommendation Algorithm recommends products or
services offered on a platform and
commits a harm as part of its
recommendation process

Incident 270: Changes to the iTunes App store algorithm
resulted in reputable Chinese companies dropping
significantly in their rankings and losing business.

Incident 311: YouTube’s algorithm removed The Women of
Sex Tech conference from livestream despite the fact that it
did not violate the company’s content policies.

Data misuse and abuse Algorithmic collects data for its own
purposes and commits a harm as part
of its collection process

Incident 190: ByteDance scraped content from Instagram and
other platforms without the consent of content creators in
order to train its own algorithm.

Incident 555: Two authors are suing OpenAI for using their
work to train language models through illegal shadow
libraries.

Table 3: Descriptive Statistics

Variable Incidents of Worker Harms (mean)

Expertise 0.44
Worker Response 0.66
No Worker Response 0.38
Collective Action 0.07
Legal Response 0.24
Media Campaign 0.14
Internal Action 0.17
Labor Market Power 0.34
Incident Fixed 0.26
Algorithmic Labor 0.54
Algorithmic Management 0.47
Algorithmic Recommendation 0.43

Total Observations: 71
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with the media—-are by definition only known to internal sources
within the company. Publicly admitting to instances of harm is
beneficial when such cases have been resolved, to illustrate the
ability to successfully handle harms. In instances of internal com-
plaints that are not resolved, workers will often then turn to another
strategy– speaking with the media, taking legal action, or organiz-
ing collectively– and those later strategies are far more likely to be
publicized than earlier internal complaints.

Harm types. Since this article is interested in the conditions
where power resource theory is applicable to worker-led solutions
to AI harms, we developed a typology of harms to compare how
different types of harms fit the theory. We identify four types of AI
harms– algorithmic labor, algorithmic management, algorithmic
recommendation, and data misuse, summarized in Table 2. Algorith-
mic labor harms occur when an algorithm performs the function
of a human worker and commits a harm as part of its labor. Al-
gorithmic management harms occur when an algorithm manages
the labor of human workers and commits a harm as part of its
management. Algorithmic recommendation harms occur when an
algorithm recommends products or services offered on a platform
and commits a harm as part of its recommendation process. Finally,
data misuse occurs when an algorithm collects data for its own
purposes and commits a harm as part of its collection process. We
use the terms AI and algorithmic interchangeably, recognizing that
algorithmic harms are increasingly embedding machine learning
technologies in some capacity.

3.3 Dependent Variable
Fix. The outcome we analyze is whether an incident was addressed
(or “fixed”). In most scenarios, this classification was straightfor-
ward: employers either applied a technical fix for the source of the
harm, stopped using the technology entirely, and/or compensated
the harmed party. In incidents where we were unable to determine
whether an incident was fixed, we conducted additional online
searches for follow-up articles or court records. We recognize that
this outcome variable can be misreported in media reports, par-
ticularly given the opacity of AI systems. In Weapons of Math
Destruction, for example, Cathy O’Neil (see [42]) writes about the
practice of “clopening” at Starbucks whereby workers are required
to lock up the store late at night only to reopen early the next
morning, which the company promised to phase out after a New
York Times report. Yet follow-up reporting (itself a rare practice in
the media) revealed that Starbucks never followed through on its
promise. Given this limitation, we erred on the conservative side
for incidents where we were unable to find evidence of a fix and
marked the incident as lacking a fix.

3.4 Analytic Strategy: Qualitative Comparative
Analysis

To code our variables, we divided the total dataset of 577 incidents
from AIID between three coders. Each coder ran through two
rounds of coding: first, filtering on whether or not an incident
involved a worker, and second, filtering on whether the perpetrator
of the harm was their employer. All incidents were reviewed by
two sets of coders.

Once our data had been coded with consensus among at least
two of the three coders, we ran our Qualitative Comparative Anal-
ysis (QCA) through the R package qca [22]. QCA is a qualitative
method used to determine necessary and sufficient conditions for a
particular outcome or set of outcomes in a small to medium-size
dataset [46]. QCA has been most commonly associated with stud-
ies of macro-level outcomes that use qualitative coding to describe
complex phenomena for which limited cases exist and regression
analysis is not statistically possible [12, 20, 48]. Once the rele-
vant cases have been selected according to the researcher’s criteria,
boolean logic and set theory are applied to reduce combinations to
its greatest common causal configuration. In doing so, QCA con-
siders all possible combinations of factors leading to an outcome.

4 RESULTS
Tables 4-7 present the reduced QCA configurations associated with
AI harms in the workplace resulting in a fix. Capital letters indicate
the presence of an attribute whereas lowercase attributes indicate
the absence of an attribute. When variables are missing altogether,
this indicates that the result is agnostic to this variable. Consistency
represents the likelihood of a fix outcome given the set of variables
in the configuration, while the coverage represents the proportion
of cases in the dataset (or subset of the dataset) that are covered
by the given QCA configuration allowing for inclusion in multiple
configurations.

While Table 4 considers the likelihood of a fix outcome given
any kind of worker response, Tables 5, 6, and 7 look at the like-
lihood of a fix for three types of harms specifically– algorithmic
labor, algorithmic management, and algorithmic recommendation–
with a more detailed breakdown of worker responses. With regard
to our fourth type of harm (data misuse), the size of the sample
was simply too small (n=3) to generate enough meaningful varia-
tion for this study. We include it in our typology for the sake of
comprehensiveness but do not include it in our analysis.

Throughout the Results section and tables, we will reference
the incident IDs from the AIID to direct readers to our source
materials (incident IDs can be searched for on the AIID website:
https://incidentdatabase.ai/apps/incidents/). The variables we chose
to study– expertise, labormarket power, worker response, accident–
each highlight different ways that power and agency appear in the
relationship between a worker and their employer or the platform
that the worker relies on for employment. By examining which
of these variables are necessary to lead to a fix outcome, we can
determine what forms and configurations of power have been most
effective in achieving fixes for AI harms.

4.1 AI Harm Fixes
Configuration 1 (Table 4) highlights algorithmic management inci-
dents. Overall these incidents have a 47% of being fixed regardless
of worker power and worker response (see Table 3). However, as
Configuration 1 indicates, when workers have high labor market
power and engage in a worker response, these incidents have an 86%
chance of being fixed– nearly double the original number. Examples
include Houston school teachers suing the Houston Independent
School District for using teacher evaluations that violated their due
process rights for termination (ID 96) and Stanford Medical Center
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Table 4: Reduced QCA Configurations for Fix Outcomes

Solution Terma Consistency
(Likelihood of Fix)

Coverage Incident
IDs

Algorithmic Management
Configuration 1. LABOR MKT POWER * WORKER RESPONSE 0.857 0.182 9, 35, 37, 91,

96, 135, 559
Algorithmic Recommendation
Config. 2. expertise * labor market power * WORKER RESPONSE 0.750 0.091 220, 282,

311, 408
Algorithmic Labor
Config. 3. EXPERTISE * LABOR MKT POWER * worker response 0.714 0.152 3, 28, 54,

127, 149,
446, 455

Config. 4. expertise * labor mkt power * worker response 0.600 0.091 2, 24, 242,
312, 344

a Capital letters indicate the presence of an attribute; lowercase indicates its absence.

Table 5: Reduced QCA Configurations for Fix Outcomes (Algorithmic Labor)

Solution Terma Consistency
(Likelihood of Fix)

Coverage Incident
IDs

Configuration 1. EXPERTISE * LABOR MARKET POWER* NO WORKER
RESPONSE

0.714 0.152 3, 28, 54,
127, 149,
446, 455

Config. 2. EXPERTISE * MEDIA 0.667 0.061 197, 225,
345

Config. 3. expertise * labor market power * LEGAL 0.667 0.061 69, 125, 157
Config. 4. expertise * labor market power * NO WORKER RESPONSE 0.600 0.091 2, 24, 242,

312, 344
a Capital letters indicate the presence of an attribute; lowercase indicates its absence.

Table 6: Reduced QCA Configurations for Fix Outcomes (Algorithmic Management)

Solution Terma Consistency
(Likelihood of Fix)

Coverage Incident
IDs

Configuration 1. EXPERTISE * LABOR MKT POWER * INTERNAL 1.00 0.091 37, 135, 559
Config. 2. expertise * LEGAL 0.778 0.212 94, 96, 183,

192, 265,
272, 354,
355, 386

Config 3. expertise * COLLECTIVE ACTION 0.667 0.061 10, 91, 384
a Capital letters indicate the presence of an attribute; lowercase indicates its absence.

using an algorithm that allocated only 7 of 5,000 COVID-19 vac-
cines to medical residents despite their status as frontline workers
with some of the highest exposure to covid patients (ID 91).

In both instances, teachers and doctors have labor market power
as a result of their specialized training and both groups protested–
teachers by filing a lawsuit and medical residents by writing an
open letter to hospital management. Interestingly, worker expertise
did not play a significant role in resolving algorithmic management

harms– it is absent from the configuration indicating that results
are agnostic to the effect of this variable. As previous academic
studies have indicated, one of the challenges that algorithmic man-
agement poses to workers is that it can blackbox the criteria used
for evaluation– indeed, this was the exact reason for the lawsuit
by Houston teachers– and therefore expertise does not play a sig-
nificant role in determining outcomes. Instead, results indicate
that even relatively powerful workers typically need to organize
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Table 7: Reduced QCA Configurations for Fix Outcomes (Algorithmic Recommendation)

Solution Terma Consistency
(Likelihood of Fix)

Coverage Incident
IDs

Configuration 1. labor market power * INTERNAL 1.00 0.121 15, 282, 283,
311

Config. 2. labor market power * MEDIA 0.500 0.061 142, 220,
408, 435

a Capital letters indicate the presence of an attribute; lowercase indicates its absence.

a response to such harms, pursuing collective action, legal action,
reporting to media, or an internal response, in order for the harm
to be addressed. In these cases, however, workers can expect a
relatively high likelihood of a fix.

Configuration 2, with the second highest likelihood of a fix,
highlights algorithmic recommendation incidents. Overall these
incidents have a 43% of being fixed regardless of worker power
and worker response (see Table 3). However, as Configuration 2
illustrates, a response fromworkers, even workers lacking expertise
and labor market power, can raise the likelihood of a fix to 75%. The
cases that fall under this configuration involve content moderation,
incorrectly flagging content that is appropriate under company
policy (IDs 220, 282, 311) and a case of Facebook’s “People You May
Know” algorithm revealing the identities of sex workers to their
family and friends (ID 408). In all of these cases except the last, it
was clear that the miscategorization went against company policy.
In a case like this, it is in management’s interests to fix a harm
therefore it may not be surprising that a worker response tends to
be highly effective in these kinds of cases.

Configurations 3 and 4 (Table 4) highlight algorithmic labor
incidents. Overall these incidents have a 54% of being fixed regard-
less of worker response which is slightly higher than algorithmic
management harms (Table 3). However, as Configurations 2 and 3
indicate, lack of a worker response actually seems to increase the
likelihood of a harm being fixed– though only slightly, from 54%
to 60% where labor market power and worker expertise are absent,
and up to 70% where labor market power and worker expertise are
present. In other words, fixes to algorithmic labor incidents do not
depend on a worker response but on whether the affected workers
have labor market power and worker expertise. These results are
unexpected because in most cases one would expect that greater
attention to a harm would increase the likelihood of resolution.

We further examine the unusual circumstances in configurations
3 and 4 that render harms less likely to be fixed after a worker
response. One explanation may be that such harms less directly
affect workers because algorithms replace human labor. In ID
127, for instance, MSN used AI to select a photo of a mixed-race
person for a news article– but ended up selecting the wrong person.
Workers were harmed in the sense that their output, the news article
that a human journalist wrote, was worse as a result of the addition
of algorithmic labor. However, the journalist themselves may be
less impacted than other parties– such as the individual wrongfully
portrayed. ID 54 covers instances of biased output from predictive
policing in the Oakland Police Department. In such cases, too, the
individuals who are harmed by the biased algorithms were more

likely to bring the case to public attention than the workers who,
while suffering harm to the quality of their work and reputation,
were less directly impacted.

4.2 Algorithmic Labor
In Table 5, we examine QCA configurations with just algorithmic
labor cases and the addition of an accident variable, along with the
more detailed worker response variables. Even though we include
more detailed worker response variables (collective action, legal
action, internal response, media), we again find that “no worker
response” has the highest likelihood of a fix, confirming the results
in Table 4. Configuration 1 suggests that when workers have both
expertise and labor market power, their harms have a 71% likelihood
of being fixed. In these cases (both 54 and 127 discussed above are
representative), harms tend to be relatively visible to the general
public and management has an incentive to fix these harms, absent
any input from workers.

Configuration 2 (Table 5) suggests that for harms that might be
less visible to the public, media attention can increase the chances
of getting the harm fixed to 67%. In each of these three cases, the
employer was made aware of the harms taking place through inter-
nal reports but ignored them until workers brought the issue to the
attention of the media. These tended to be more negative incidents.
In ID 197, for example, IBM Watson Health, an algorithmic diag-
nostic program received negative customer assessments for giving
wrong cancer treatment recommendations to patients. However,
it wasn’t until reporters began an internal investigation, tipped
off and aided by medical workers who voiced concerns about the
product, that the harm was addressed by the company.

Configurations 3 and 4 (Table 5) examine what happens when
algorithmic labor harms occur for workers lacking expertise and
labor market power. Configuration 4 suggests that, absent any
form of worker power or worker response, algorithmic labor harms
have a 60% likelihood of being fixed. Configuration 3, by contrast,
suggests that taking legal action increases the likelihood of a fix to
67%.

In sum, worker power, in the form of expertise and labor market
power, appears to be the most important determinant of whether
or not algorithmic labor harms get fixed (71%). Workers lacking
these forms of power are at a disadvantage (60%) but can improve
their chances of getting a fix by taking legal action (67%).

4.3 Algorithmic Management
Table 6 presents the results of a more detailed QCA with just al-
gorithmic management cases with the detailed worker response
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variables. In Configuration 1, we see that there is the greatest
likelihood of a fix (100%) for cases involving powerful workers,
possessing both worker expertise and labor market power, and
using internal channels to file a complaint. As mentioned in the
data and methods section, we should be somewhat skeptical of the
internal reporting cases that are brought to public attention. They
almost certainly represent a biased sample of the incidents that
occur within workplaces. Nevertheless, the fact that absolutely
none of these cases involved less privileged workers suggests the
presence of a real disparity.

By contrast, for workers lacking expertise and agnostic to labor
market power (configuration 2), legal response was by far the most
successful route for having a harm fixed (86% of cases fixed). This is
significantly higher than the next most successful configuration for
these workers: collective action (configuration 3) which has only a
67% likelihood of achieving a fix. These findings might suggest that
more powerful workers are more likely to have their complaints
heard through internal channels, whereas less powerful workers
must resort to legal action or protest.

4.4 Algorithmic Recommendation
Finally, Table 7 presents the results of a more detailed QCA for
algorithmic recommendation cases with detailed worker response
variables. We note here that in all algorithmic recommendation
cases, we marked workers as lacking labor market power. In all of
these cases, workers were heavily dependent on the platform they
were using to generate sales, e.g., authors selling books on Amazon
in ID 15 or developers using the iTunes App Store to sell apps In ID
270. One of the features of the platform economy, as noted earlier, is
the unequal distribution of power between users of the platform and
the platforms themselves. Consequently, the two configurations in
Table 7 concern only workers who lack labor market power. Results
suggest that cases that are handled through internal complaints
are far more likely to be fixed (100%) than cases that involve media
attention (50%). We note that both have a relatively small sample
(n=4) and again raise the point that reporting of harms that involved
internal complaints appears to be heavily biased towards incidents
that were successfully resolved, as we also saw in Configuration 1
in Table 6

Evaluating our reduced configurations from Tables 5, 6, and 7
suggests two striking findings. First, worker responses can sig-
nificantly raise the likelihood of fixes occurring for two types of
harms– algorithmic management and algorithmic recommendation
but notably not algorithmic labor. Second, different types of work-
ers benefit from different sorts of responses. Internal responses
tend to be most effective for relatively powerful workers in the case
of algorithmic management while legal action and collective action
are more effective for less powerful workers.

5 DISCUSSION
Our findings reveal that AI harms get addressed under considerably
restricted scenarios. Workers can bring about fixes to AI harms in
the workplace but, not surprisingly, their efforts are made signifi-
cantly easier when they are able to leverage power resources– in
the form of either their individual expertise, labor market power,
or legal protections. Overall, workers without power resources

(low-skilled workers or those without labor market power, e.g., gig
workers) have the lowest chances of seeing AI harms fixed.

Power resource theory demonstrates that different types of work-
ers may draw on different power resources to resolve an AI harm.
Workers with expertise, for instance, have associational power
from their inclusion into a profession and were able to employ
that both symbolically– e.g., calling on their professional status
in a conversation with the press– and literally– e.g., drawing on
their professional jurisdiction to claim that a type of cancer treat-
ment was incorrectly assigned to a patient by an algorithm (ID 225).
Gig workers, by contrast, were more likely to use the institutional
power of courts and regulatory bodies to improve their situations.

AI has already begun challenging the expertise and, to some
extent, the labor market power of highly-skilled workers [2]. Our
findings suggest, however, that workers have the power to challenge
most types of AI harms under their jurisdiction and, very often,
also possess the power to make or prevent change. Acting while
workers still retain expertise and labor market power increases the
likelihood of success. Jurisdiction, too, does not necessarily need
to be tied to unpacking the technical “black box” of AI. The vast
majority of cases in this dataset did not involve employees who
were employed in designing or building the AI systems themselves.
Our dataset included examples of make-up artists challenging the
validity of AI video interviewing software (ID 192) and teachers
challenging the outcomes of algorithmic assessment models (ID
9). Workers can invoke either the ways that they have themselves
been harmed or the harm that has been done to those they serve–
clients, customers, students, and patients.

While instances of workers using associational and institutional
power to their advantage are well-documented, the introduction of
AI forces us to consider what happens when a technology directly
challenges a worker’s jurisdiction or expertise. Abbott (see [1])
identified technology as one of the four sources of professional
tasks and presciently wrote how artificially intelligent diagnostic
algorithms had the potential to challenge physicians’ expertise
over the diagnosis of disease and selection of treatment (184). Ac-
cordingly, our results show that worker expertise was rendered
ineffective when seeking fixes to algorithmic management harms
since algorithmic management contests the expertise of workers.

This study has a number of limitations. QCA is limited to the
number of variables that can be reasonably used and our data is
limited in the level of detail we receive about the demographics
and positionality of workers. We choose to focus on expertise and
labor market power as two generalizable and identifiable charac-
teristics of workers but we suggest that future studies can unpack
additional aspects of worker identity. Examining the race, gender,
age, and immigration status of workers could unveil further ways
that AI entrenches existing forms of inequality [7, 41]. The effects
of AI harms on workers with precarious immigration statuses, in
particular, demands further research. Immigrant workers with
non-permanent resident status may not have time to leverage the
courts for recourse if they are fired from their jobs. Furthermore,
immigrants without documentation may risk deportation simply
from accessing legal resources in some jurisdictions.

Our findings reveal that legal action is an important avenue for
recourse particularly for workers without expertise or labor market
power. However, our second configuration in Table 4 suggests
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that the laws and regulations of different countries can produce
differentiated outcomes. This would suggest variation in the legal
systems in how AI harms are treated which our dataset, being
primarily US-centric (49 out of 71 cases), is unable to address. It
can also be seen as a call to collect more data on AI harms outside
of the US and to incorporate non-English language sources. While
our dataset is too small to allow for a deeper examination of cross
national variation, we see comparative analyses of AI harms as a
promising avenue for future research.

Finally, this study only examines incidents where AI was al-
ready being used in the workplace, not instances of resisting the
introduction of new AI technologies to the workplace. We do not
investigate one of the most frequently cited harms of AI: replac-
ing human labor. In doing so, we likely miss an entire category of
worker responses that succeed in preventing AI from being adopted
in the workplace [10]. The 2023 Writers Guild of America strike,
for instance, put AI sharing at the center of contract negotiations
for the union. Screenwriters were able to win protections against
the use of AI to generate source material, receive credit as a writer,
or to edit scripts already written by a human writer [5]. We see
the need for additional research about workers who were able to
exert some influence or control over the ways in which AI was
implemented in their workplaces.
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