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ABSTRACT
How governments, practitioners, and researchers define artificial
intelligence (AI) ethics significantly impacts the AI models and
systems designed and deployed. Thus, the convergence of policy
goals and technical approaches is necessary for international norms
and standards on trustworthy AI. Defining, much less achieving
trustworthy AI characteristics, however, entails clear communica-
tion through consensus on the meaning of field-specific terms. This
paper presents an analysis of over 322,000 scientific research papers
and the national documents from five countries (Australia, Canada,
Japan, the United Kingdom, and the United States) on trustworthy
AI in order to provide an in-depth review and comprehensive under-
standing of the similarities and differences between governments’
and researchers’ definitions and frameworks. While we identified
substantive and relevant differences among policy documents and
scientific research, the differences do not represent substantial dis-
agreements among the common principles for trustworthy AI terms.
Overall we found broad agreement across documents’ trustworthy
AI term use, suggesting that nuanced differences could be overcome
in an effort to create more global policies and aligned research.
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1 INTRODUCTION
The development of trustworthy artificial intelligence (AI) and
machine learning (ML) systems impacting society requires effec-
tive international regulations containing measurable, standardized
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criteria. In addition to judgements made by policymakers, these reg-
ulations should include input from the scientific community who
can better align legislation with state-of-the-art research to develop
definitions, techniques, and tools used to assess trustworthiness.
However, collaborative efforts demand considerable time from the
policy and scientific communities and are logistically challenging to
coordinate on an international scale. Additionally, global scientific
research is published at a significantly higher rate than national
policies are formed, exaggerating discrepancies in the key terms
and definitions used in regulations and research.

Policy and research communities are actively engaged in focused
efforts to define and measure trustworthy AI, but do so inconsis-
tently among themselves and across nations, as they are racing to
keep the pace of AI/ML system applications. It is challenging to
evaluate the effectiveness, consistencies, and discrepancies in trust-
worthy AI from a policy or research perspective, as there is no in-
ternational, standardized framework or taxonomy for assessing the
trustworthiness of an AI system. Prior work has analyzed national
policies (individually [4, 29, 32, 33] and collectively [9, 12, 30, 34])
and presented reviews and analysis on research focused on trust-
worthy AI topics [2, 7, 15, 31]. However, due to the broadness of
the topic, most work is either narrowly scoped or lacks comprehen-
sive detail from manual review of numerous policy and research
documents.

In an effort to evaluate the similarities and differences between
national policies and scientific research, we present an empirical
and quantitative comparative analysis on trustworthy AI policies
from five countries (spanning four continents) and 322,209 scien-
tific publications focused on trustworthy AI-related research. We
select national policies from Australia, Canada, Japan, the United
Kingdom, and the United States, as all five countries adhere to
the Organisation for Economic Co-operation and Development
(OECD) Recommendation of the Council on Artificial Intelligence
[17] and published specific national guidance on the governance of
AI. For scientific publications, we use a merged corpus of scholarly
literature (comprising of six databases) and leverage the National In-
stitute of Standards and Technologies’ (NIST) AI Risk Management
Framework v1.0 for a set of trustworthy AI terms to identify rele-
vant publications. We manually review and summarize our findings
on 10 national policy documents and 650 research publications.

Our findings highlight that while both national regulations and
scientific research overlap some of their trustworthy AI key terms
use, definitions differ but not excessively. The terms most used
in policy documents are different from those used in scientific re-
search; for example, accountability is one of the most frequently
appearing terms in policy documents, whereas it is the least used
term in research publications. While trustworthy AI policy and
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research is evolving, our analysis highlights that discrepancies in
definitions can be aligned with input from both communities, as the
gaps are not overwhelming. However, there is a more noticeable
gap in the frequency of term mentions between policy documents
and research, suggesting that the policy and research communities
are focused on different aspects on trustworthy AI. In the following
sections we describe the datasets used for analysis (Section 2), de-
fine the criteria for identifying trustworthy AI documents (Section
3), present our empirical and quantitative results (Section 4), and
provide a discussion on our findings (Section 5). Sections 2-4 are
organized in two distinct subsections, with the first discussing the
policy documents and the second discussing the scientific research.

2 AI POLICY AND RESEARCH DATASETS
In this work, we analyze trustworthy AI-related national policy
documents and scientific research publications, both restricted to
English-language. Section 2.1 lists the policy documents selected
for analysis and Appendix B contains brief descriptions of the doc-
uments. Section 2.2 describes the curation of our scientific research
corpus.

2.1 National Trustworthy AI Documents
While each country in our analysis has designed and published
numerous AI strategy, governance, or policy documents written
by different agencies across each government, we prioritize docu-
ments that appear most likely to influence future AI policies. We
select policy documents by the following three criteria: 1) published
by an institution charged with the highest level of guidance and
governance within that nation, 2) provided guidance regarding the
development and/or use of AI by the government or by private en-
tities, and 3) included specific references to ethical or trustworthy
AI terms and principles in a substantial way. While a country may
have multiple trustworthy AI-related policy documents, provid-
ing a full inventory is outside the scope of this paper. The policy
documents selected for analysis vary from voluntary guidelines
to binding national policy, as not all countries have implemented
legally binding AI policy. We select the following documents from
each country for analysis:

Australia: AI Ethics Principles [5], Canada: Directive on Auto-
mated Decision-Making [19]; Responsible Use of Artificial Intelli-
gence Guiding Principles [21], Japan: Social Principles of Human-
Centric AI [10]; Governance Guidelines for Implementation of AI
Principles [27], United Kingdom: ICO Guide to the UK General
Data Protection Regulation and Data Protection Act[14]; ICO and
Alan Turing Institute Explaining Decisions Made with AI [26]; ICO
Guide on AI and Data Protection [24], United States: Presiden-
tial Executive Order 13960 [23]; White House OMB Guidance for
Regulation of Artificial Intelligence Applications [36].

2.2 Scientific Research Documents
We use a combined corpus of scientific research containing docu-
ments fromDigital Science Dimensions1, Clarivate’sWeb of Science,

1Data sourced from Dimensions, an inter-linked research information system provided
by Digital Science http://www.dimensions.ai

Microsoft Academic Graph, China National Knowledge Infrastruc-
ture2, arXiv, and Papers With Code. We follow a two-step process
to deduplicate documents across all databases, as there is not a sin-
gular common publication identifier (e.g., DOI). First, we select six
document identifiers that are not all independently unique: 1) DOI,
2) citations, 3) normalized abstract, 4) normalized author names,
5) normalized title, and 6) publication year. We normalize text fea-
tures using the Normalization Form Compatibility Composition
standard, which decomposes unicode characters by compatibil-
ity, recomposes them by canonical equivalence, de-accents letters,
strips copyright signs, HTML tags, punctuation, non-alphanumeric
characters, and numbers, and removes white space from the strings.
If any three of the six document features match to another docu-
ment, we assign those documents to a merged ID. Second, we apply
the SimHash fuzzy matching algorithm (using a rolling window of
three characters) on the articles that were not deduplicated in our
first step, comparing documents’ titles and abstracts that have the
same publication year [16]. Any documents matched in this second
step also receive a merged ID and are considered deduplicated. The
remaining documents with no matches found in step one or two
are considered to be unique documents and merged into the final
corpus used in analysis, resulting in 184,381,319 documents.

3 IDENTIFYING TRUSTWORTHY AI POLICY
AND RESEARCH

For each document type (policy and scientific publication), we de-
fine our criteria for trustworthy AI identification. Policy documents
were identified in Section 2.1, but required manual annotation for
key term mentions. In contrast, we use a set of pre-defined key
terms to identify relevant scientific publications for this analysis.

3.1 AI Policy Document Analytical Framework
For each policy document, the authorsmanually annotated common
terms and explanations related to AI trustworthiness, using the
text analysis platform Dedoose3, to surface a set of trustworthy
AI terms listed in Table 1. Our annotations identified terms used
directly in the policy documents examined, as opposed to searching
for key terms constructed independently from prior work or other
policy documents. Thus, the terms in Table 1 do not necessarily
reflect the most salient trustworthy AI terms for global trustworthy
AI policy, but rather the most salient trustworthy AI terms in the
national policies of Australia, Canada, Japan, the UK, and the U.S.

Figure 1 provides two examples of policy document annota-
tion, one from Japan’s Social Principles of Human-Centric AI and
one from Australia’s AI Ethics Principles [5, 10]. These examples
illustrate the relative frequency and use of the trustworthy AI
term set used for annotation. These annotations surfaced the most
commonly used terms, as well as identified specific use-cases of
commonality and variance across the five countries in our analysis.

2All China National Knowledge Infrastructure content is furnished for use in the
United States by East View Information Services, Minneapolis, MN, USA
3https://www.dedoose.com/
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Table 1: Trustworthy AI themes used for policy document annotation with their corresponding description.

Term Description

Accessibility Any references to the AI system being accessible, adhering to accessibility guidelines,
or enhancing accessibility

Accountability Any references to the AI being made accountable
AI Lifecycle Any references to any part of the AI lifecycle
AI System Design Any references to the design or creation of the AI system or how the system works
Discrimination Any references to discrimination, whether ameliorating or avoiding it as well as refer-

ences to protected classes
Explainability Any references to the AI being explainable, either in reference to the outcomes of the

AI system or the system itself
Fairness Any references relating to fairness and its traditional conceptions, including equality

and unfairness
Human Rights Any references to human rights, whether enabling or not inhibiting
Inclusivity References to the AI being inclusive
Law References to the law in any form
Outcomes References to the outcomes of an AI system
People/Individuals References to groups of people, individuals, or actions by people
Privacy Any references to an AI system protecting privacy
Procedural Fairness References to or aspects of procedural fairness (distinguished from general fairness)
Security References to an AI system being secure
Statistics References to statistics or statistical analysis in relation to an AI system
Transparency Any references to an AI system being transparent
Unjust/Unlawful Any references to an AI system being unjust or unlawful
Users Any references to creators of an AI system, researchers, or end-users (distinguished

from people/individuals)

“Under AI’s design 3 concept, all people8 
are treated fairly5 without unjustified 9 
discrimination 4 on the grounds of 
diverse6 backgrounds such as race, 
gender, nationality, age, political  
beliefs, religion 6, and so on.”

“Throughout their lifecycle 2, AI systems should be 
inclusive 7 and accessible, and should not involve or 
result in unfair5 discrimination 4 against individuals, 
communities or groups 8. This principle aims to ensure 
that AI systems are fair5 and that they enable 
inclusion 7 throughout their entire lifecycle 2. AI 
systems should be user-centric 10 and designed3 in a way 
that allows all people interacting with it 8 to access 
the related products or services 1. This includes both 
appropriate consultation with stakeholders 8 who may be 
affected by the AI system throughout its lifecycle 2, 
and ensuring people8 receive equitable access and  
treatment 5.” 

Japan: Australia:

1. Accessibility 2. AI Lifecycle 3.AI System Design  4. Discrimination  
5. Fairness 6. Human Rights   7. Inclusivity 8. People/Individuals  9. Unjust/Unlawful   10. Users

Figure 1: Example annotations from Japan’s Social Principles of Human-Centric AI and Australia’s AI Ethics Principles of
sections that discuss fairness. Terms and phrases are both color-coded and numbered according to the term they map to.

3.2 Trustworthy AI Scientific Publications
To identify trustworthy AI research publications, we first identify
AI-related publications and then select a subset that contain trust-
worthy AI terms. We filter for documents in a 10-year window,
being published between 2010 and 2021, to scope our publication
set on recent and relevant papers. We apply an AI classifier to
identify AI-related publications; classifier labels are binary (AI and
non-AI) [8]. The AI classifier uses arXiv publications as training

data, as arXiv publications receive author assigned topic labels, and
the SciBert language model trained on Semantic Scholar [6]. The
following arXiv labels were considered as positive class (AI) and all
other arXiv publications were considered negative class (non-AI);
cs.AI, cs.CL, cs.CV, cs.LG, stat.ML, cs.MA, cs.RO. Using this
AI classifier we identify 2,324,124 AI-related publications in our
scientific document corpus.

Drawing on the National Institute of Standards and Technologies’
AI Risk Management Framework v1.0 (NIST AI RMF), we use a
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set of trusthworthy AI terms to identify trustworthy AI-related
publications from the AI publication set:

• Accountability/Accountable
• Bias
• Explainability/Explainable
• Fairness
• Interpretability/Interpretable
• Reliability, Reliable

• Resilience
• Robustness
• Safe, Safety
• Secure, Security
• Transparency
• Trust

Our list deviates slightly from the term list provided in the NIST
AI RMF v1.0. Officially, NIST uses the terms bias-managed and
privacy-enhanced, but we selected the simplified “bias”. Robustness
is not explicitly listed, but rather defined within NIST’s discussion
of valid and reliable. We include the term “trust” as it is in the
overarching theme. We exclude valid and accurate as these terms
are far more general and vague to use as a trustworthy AI term
identifiers. Searching through publications’ titles and abstracts we
identify a set of 322,209 trustworthy AI-related publications that
had at least one trustworthy AI term mention and were classified
as AI-related.

4 TRUSTWORTHY AI DOCUMENT ANALYSIS
The following sections describe the empirical and quantitative find-
ings from our manual review and semantic search analysis. Section
4.1 provides summaries of our manual review of national policy doc-
uments and Section 4.2 provides term frequency and use analysis
in the scientific publications.

4.1 National Policy Documents
After manual review, six terms appeared consistently in the high-
level governmental guidance documents we examined: accountabil-
ity, explainability, fairness, privacy, security, and transparency. This
finding is consistent with prior work that identified responsibility,
transparency, justice and fairness, privacy, and non-maleficence
to be common terms [12]. With these six key terms, our policy
analysis focuses on how the terms are used in each country’s key
documents. For each section below, we define the key term and
include surfaced subtopics and their descriptions. Figure 2 displays
the topics defined, and denotes the countries that included the
corresponding topic in their national AI policy documents.

4.1.1 Accountability. One consistent theme among national policy
discussion of accountability was that humans must be accountable
for the adverse outcomes of AI systems for which they bear some
responsibility. Nations vary on the importance and the role of a
human operator, the role of an affected person in an accountability
process, and the specific designation of accountability within the
government when a government agency uses AI. We identify three
main differences in the use of the term accountability:

Human Intervention: Australia, Canada, and Japan all indicate
a need for human intervention in the operation and deployment of
an AI system in the event that an AI system causes harm. Australia’s
policy mentions an expectation that “human oversight of AI sys-
tems should be enabled” and that organizations must “consider the
appropriate level of human control or oversight for the particular
AI system or use case” [5]. Canada’s Directive is more specific and

includes guidance that humans should be able to intervene in level
III and level IV AI systems, both in advance of system deployment
and during operations. Therefore, both nations seem to indicate
that an operator capable of stopping an AI system that is actively
harming users is accountable for doing so. Japan’s guidance calls for
allocating “responsibilities to those who are able to mitigate nega-
tive impacts”[10]. This could be viewed as similar to the Australian
and Canadian guidance, but mitigation could occur before, during,
or after an incident, and not just by stopping the AI system entirely.
All of these requirements, however, are somewhat vague and side-
step the still ongoing debate about the proper role of humans in
AI system operations. In other words, should humans be “in the
loop,” approving and rejecting all actions, or should they be “on the
loop” observing the AI system in action and only intervening when
required?

Role of the Affected Person: Australia, Japan, and the UK all
note the person affected by the AI must be part of any accountability
processes [5, 10, 24]. The centrality of the affected person in an
accountability process is echoed in each country’s conception of
fairness. Australia and the UK specifically emphasize the need for
affected persons to be able to challenge an AI’s decisions. The
UK ICO is more specific, stating that processes and results must
be documented to an “auditable standard” for accountability [25].
Additionally, Australia includes the potential for compensation and
a timely accountability process for those harmed by an AI [5].

Government Accountability: While all five countries high-
light the importance of accountability, only two countries delineate
a process for assigning it when government agencies use AI. In
Canada’s Directive on Automated Decision-Making, responsibility
for fulfilling the responsible AI requirements within the Canadian
government is assigned to the Assistant Deputy Minister respon-
sible for the program that will use the automated system or their
named designee [19]. In the UK’s Guidance on AI and Data Protec-
tion, data protection officers are called out as being directly respon-
sible for data risk management and governance of AI systems [24].
Data protection officers are also accountable for understanding the
GDPR and its impact on AI tools and systems.

4.1.2 Explainability and Understandability. All countries in our
study discuss either explainability, understandability, or both, of-
ten in the context of other key principles such as transparency,
accountability, interpretability, and fairness. Each country varies in
its expectations around the concepts and the UK’s Guidance on ex-
plaining AI stands out as themost detailed and far-reaching. Overall,
the main issues for explainability center on questions of who re-
ceives the explanation and what should be explained. Specifications
on the audiences for AI explanations can guide developers to create
systems designed for those audiences and their circumstances.

Country expectations for audiences vary significantly; Japan is
the most limited in its audience expectations, stating simply that
explanations should be provided on a “case by case basis” [10]. In
contrast, Australia’s principles include specified affected audiences:
users, creators, legal representatives, and the public [5]. The UK
and the U.S. also include other audiences in addition to users. The
UK’s guidance specifies that staff whose decisions are supported by
an AI system are entitled to a sufficient explanation, as are auditors
or external reviewers [25]. The U.S. issues a blanket statement for
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Figure 2: Trustworthy AI topic discussion across all national policy documents. Check marks denote the topics that were
discussed in the corresponding country’s national policy documents.

explanations to “others, as appropriate” [23]. The large blanket
statements (i.e. Australia’s “the public” or America’s “others as
appropriate”) may help future-proof policies from changing norms
and technical abilities, but the ambiguity also creates challenges
because audiences have different levels of understanding of AI
systems.

Affected Users: All countries except Japan expect that affected
users will be provided an explanation of the decision of an AI
system. Notably, under the GDPR, the UK explicitly encourages
developers and operators of AI systems to consider children or
other vulnerable groups in preparing explanations for affected users
[14]. The UK recommendation to include explanations accessible to
vulnerable groups is unique within the documents we reviewed, but
the sentiment aligns with common notions of equal opportunity
and anti-discrimination across all five countries.

Method of Explanation Delivery: The UK is unique in includ-
ing explicit guidance on who should deliver the explanation of an
AI system, stating that the information should be delivered as a
conversation and that “people should be able to discuss a decision
with a competent human being” [24].

What to Explain: Notification, System Structure, and Sys-
tem Outcomes: The five countries generally recognize three
points that require explanation: 1) an explanation that an individual
is interacting with an AI-based system and the role of that AI sys-
tem in a decision (related to the notion of notification or informed
consent as explained in the section that follows on transparency),
2) an explanation of how the system works, and 3) an explanation
of the system’s output or decision. The UK and Canada embrace
all three points for explanation: notification, system structure, and
system outcomes. Specifically, the UK guidance states that individ-
uals have the right to be informed that they are interacting with
an automated system for decision- making; provided information
about the logic involved in the system and how the system may
impact the individual; and, after a decision is made, given an expla-
nation of the result [26]. Canada adds to this list a requirement to
explain the training data for the system and, if applicable, the way
it was collected [21]. Both Canada and the UK further delineate
expectations for explainability based on the impact level of an AI
system. In Canada, AI systems that have reversible and brief im-
pacts have a lower expectation for explainability than systems that
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have irreversible or perpetual impacts. The other countries are less
precise about these requirements: the U.S. applies a standard of un-
derstanding to both the operations of the system and its outcomes
and Australia and Japan mention a need for the explainability of
system outcomes or results, but not necessarily how the system
works.

Specific Guidance on Explainable Approaches: Unlike the
other nations, the UK’s guidance on explaining AI details different
types of explanations (i.e., rational, responsibility, data explanations,
etc.), as well as types of AI models that lend themselves to better
explanations (i.e., a linear regression model vs. an artificial neural
net) [26].

4.1.3 Fairness. Fairness was consistently emphasized in the AI
guidance documents we examined. Although the term is common,
the definitions predictably vary, since concepts of fairness also vary
by geographic and cultural norms [1]. Additionally, fairness is a
difficult principle to define mathematically, morally, or politically.
Here, we note the similarities among the five countries, especially
the importance of engaging an affected user in a process of deter-
mining fairness and preventing discrimination.

Role of Affected User: Australia, Japan, the UK, and the U.S.
include affected users as being parties to defining and judging the
fairness of an AI system. “Affected users” include (in the case of all
four listed countries) the individuals who may be affected by the
decisions of an AI system, the individuals who may interact with
an AI system, as well as the individuals whose data may have been
used to train or maintain the system. While Canada does mention
affected users in meeting explainability requirements, it does not
do so in terms of fairness.

Importance of Disclosure or Consent: Australia and the UK
provide particular clarity on the need to elicit informed consent
from users who may interact with an AI system (echoed in their
discussions of transparency). Aside from the requirement for in-
formed consent in advance of an interaction, however, no country
has yet defined the specific method by which affected users will be
notified or engaged in a process.

Bias and Discrimination: Discrimination features in the defini-
tions of fairness for Australia, Japan, the UK, and the U.S.; however,
only Japan mentions specific categories that should be protected
(e.g., age, gender, nationality, race, and religion). While the other
countries do not list specific protected classes, they instead em-
phasize inclusiveness and accessibility. Of note, Japan and the U.S.
emphasize the democratic notions of civil rights or civil liberties in
their definitions of fairness [10, 36].

Procedural Fairness: Canada is unique in that it does not dis-
cuss discrimination, but instead draws upon its established concept
of procedural fairness. Any applicant for government resources or
a government decision is entitled to a decision “free from a reason-
able apprehension of bias, by an impartial decision-maker” [19].
The procedural standard also includes, among others, expectations
that decisions will be processed without undue delay, that the ap-
plicant has a right to be heard in response to a decision, and that
the applicant has a right to be told the reasons for the decision.
This notion of procedural fairness informs Canada’s approach to
transparency and explainability as well.

4.1.4 Privacy. All five countries include the term privacy in their
policy documents, with many references to established guidelines
on data protection. There are notable differences in their statements
which we summarize as what is to be protected (should it include
intellectual property?), how is it to be protected (by security or by
a data minimization standard?), and why is it protected (should
privacy be characterized as a democratic value?).

Intellectual Property: The U.S. is the only country to make spe-
cific mention of intellectual property in conjunction with privacy
[36]. This may be linked to the U.S. assumption that safeguard-
ing intellectual property is foundational to economic growth or to
America’s vocal concerns about the theft of intellectual property
by China [11]. While American allies also recognize the impor-
tance of intellectual property no other national policy documents
mentioned IP explicitly in their descriptions of privacy and AI.

Data Minimization: The UK highlights data minimization as a
method for enhancing privacy. It notes that “personal data shall be
adequate, relevant, and limited towhat is necessary in relation to the
purposes for which they are processed” [24]. The UK also includes
guidance to conduct due diligence on any third-party services to
ensure that privacy is maintained when relying on a vendor for
either data or AI systems [14].

Privacy and Democratic Values: Japan, the UK, and the U.S.
link privacy to individual rights and freedoms, with the U.S. docu-
ments having the most mentions. In EO13960, the phrase “privacy,
civil rights, civil liberties” is used five times, and in two instances
the phrase “American values” is included [23]. Japan states “we
should make sure that any AI using personal data and any service
solutions that use AI, including use by the government, do not
infringe on a person’s individual freedom, dignity or equality” [10].
Other countries mention democratic values, but not as an aspect of
privacy (e.g., Australia highlights democratic values as a component
of its “human-centered values” principle) [5].

4.1.5 Security. Although all five countries mention security fre-
quently across their AI guidance documents, the term is generally
referenced as a component of other keywords rather than as an inde-
pendent principle. This may be because security is often addressed
in relation to cyber or data-security policies and requirements. Still,
all five countries uniformly accept the need for a risk management
approach to security, and three (Australia, the UK, and the U.S.) of
the five countries include guidance to build and operate systems in
a way that fortifies them against an attack.

Risk Management Approach: All five countries explicitly ad-
dress security concerns through risk assessment or risk manage-
ment frameworks and processes. The documents acknowledge that
AI systems contain risk and that governance is a process of manag-
ing risk.

Preparing for Attack: Australia, the UK, and the U.S. all show
concern for malicious attacks against AI systems. Australia and
the U.S. specifically mention the requirement for resilience (i.e.,
AI systems should have various backup options or what is termed
“graceful degradation” in the event of an attack). The UK states there
must be “appropriate levels of security against [data’s] unauthorized
or unlawful processing, accidental loss, destruction or damage” [14].
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4.1.6 Transparency. Transparency is related to, but distinct from,
explainability. The NIST AI RMF v1.0 definition is helpful in pro-
viding clarity here—it defines transparency as “the extent to which
information about an AI system and its outputs is available to in-
dividuals interacting with such a system” and explainability as “a
representation of the mechanisms underlying AI systems’ oper-
ation” [1]. Not all countries share this clear distinction in their
high-level policy documents, and the lack of clarity can be confus-
ing. There are two components to transparency as distinct from
explainability that appear in the examined policy documents: one
that has to do with unanimous support for disclosure for eliciting
user consent which, to an extent, overlaps with explainability, and
another relates to the ability to observe the workings of the AI
system.

Disclosure: All five countries emphasize the importance of pro-
viding notice to a user that they are interacting with a system that
uses AI to make decisions. The timing and method of disclosure are
vague, but the U.S. does include guidance that “disclosures, when
required, should be written in a format that is easy for the public
to understand” [36]. While related to the previously discussed prin-
ciples of explainability and fairness, in this instance all countries
agree on necessary disclosure as a part of the principle of trans-
parency. Canada’s approach to providing notice is different, as it
does not require disclosure for systems that only have reversible
and brief impacts (Level I). Higher-level systems, whose impacts can
range from reversible and short-term to irreversible and perpetual,
require disclosure.

Balancing Transparency with Privacy: The U.S. and Canada
recognize an inherent tension between transparency and two other
principles they value: security and privacy. Canada states this ten-
sion well, saying that the government will “be as open as we can by
sharing source code, training data, and other relevant information,
all while protecting personal information, system integration, and
national security and defence” [21].

4.2 Scientific Research Key Term Mentions
First, we analyze publication output over time, to identify if AI-
related papers that mention trustworthy AI terms follows the same
publication output trend as all AI-related publications. We compute
the yearly percent change in publication output for the AI-related
publications (∼2.3M in total) and trustworthy AI-related publica-
tions (∼320K in total), shown in Figure 3. The yearly percentage
change trends are similar, with the trustworthy AI publications
outpacing AI publication output, relative to their respective set
sizes. This result suggests that the NIST trustworthy AI terms are
relevant to AI researchers, and are increasingly being used at a
faster rate that general AI publication output.

We count the occurrence of each trustworthy AI term in our
trustworthy AI publication set—searching over titles and abstracts—
and present the results in Figure 4. Unique terms are counted per
document, as opposed to per mention (e.g., if a title and abstract
mention fairness more than once, fairness is only counted once). If
a publication mentions multiple terms, each term receives a count
of one (e.g., if a publication mentions safety and privacy, both
safety and privacy receive a count of one). Reliability, robustness,
safety, security, and bias are the top five most frequently appearing

terms, with accountability, resiliency, transparency, fairness, and
explainability being the least frequently appearing trustworthy
AI terms. There is a wide range of term counts, specifically in
2021 reliability has 14,812 mentions (highest frequency) whereas
accountability has 276 mentions (lowest frequency). This initial
comparison provides an understanding of the representation of
the trustworthy AI terms (curated by NIST) in scientific research
publications.

Next, we compute the pair and triple sets of co-occurring terms
to identify commonly co-occurring trustworthy AI terms, displayed
in Table 2. Of the 332,209 trustworthy AI keyword publications, 12%
mention more than one of the trustworthy AI terms. For two-term
co-occurrence pairs, we find (reliability, robustness) and (reliability,
safety) with the highest frequencies, 4,500 and 4,195 respectively.
For the three-term co-occurrence triples, we find (reliability, safety,
security) and (reliability, robustness, and safety) with the highest
frequencies, 286 and 274 respectively. While security has the fourth
highest frequency in Figure 4, Table 2 highlights its wide use in
conjunction with other trustworthy AI terms, as it appears in three
of the two-term pairs and in four of the three-term triples.

Table 2: Trustworthy AI 2-term and 3-term co-occurrence
sets in publication titles and abstracts.

2-Term 3-Term

Terms Freq Terms Freq

reliability, robustness 4,500 reliability, safety, security 286
reliability, safety 4,195 reliability, robustness, safety 274
safety, security 2,775 privacy, security, trust 229
privacy, security 2,621 privacy, safety, security 177
reliability, security 2,223 reliability, robustness, security 150

While, the key term frequency analysis is useful, it does not
provide the context in how the terms are being used in research.
In order to provide a contextual understanding of how the trust-
worthy AI terms are being referenced in research publications, we
manually review the 50 most cited papers for each term in 2021
(650 publications total).

4.2.1 Reliability. As the most frequently mentioned trustworthy
AI term, reliability may appear the most due to its wide range of
use. Over half of the publications that mentioned reliability used
the term consistently with NIST’s definition: “the ability of an item
to perform as required without failure, for a given time interval,
under given conditions” [1]. The publications that used reliability
in alignment with NIST’s definition were asserting or document-
ing the reliability of a specific approach or application of AI/ML.
For example, abstracts frequently included the phrase “our method
produces reliable results,” or “we confirmed the reliability of our
models.” Approximately one-third of the publications, were con-
cerned with the implementation of AI to improve the reliability
of non-AI systems (e.g., the reliability of COVID-19 detection or
the reliability of a tunnel-boring machine), and thus used the term
reliability but not with respect to AI. This use case highlights that re-
searchers use the term with respect to the promise of AI to improve
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Figure 3: AI and trustworthy AI yearly percentage change in publication output between 2010 and 2021.
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abstracts.

the reliability of current, non-AI systems, which does not align with
the policy-framed definition of making AI systems reliable.

4.2.2 Robustness. The NIST and International Standards Organiza-
tion (ISO) define robustness as the “ability of a system to maintain
its level of performance under a variety of circumstances”[1, 28].
Of the 50 in this set, the majority mention robustness in alignment
with this definition, specifically using robustness as an evaluation
metric for a particular proposal (i.e., measuring the robustness of
a federated learning approach). In contrast to other term usages,
assertions of robustness were frequently in relation to that of an-
other method or approach, indicating that measures of robustness
were perceived as relative rather than absolute.

4.2.3 Safety. Referencing the ISO guidance, NIST specifies that
the characteristic of safety requires that AI systems not, “under
defined conditions, lead to a state in which human life, health,
property, or the environment is endangered”[1, 28]. Approximately
half of the 50 papers reviewed in this set used safety in alignment
with NIST. The remaining publications focused on implementing

AI to improve the safety of a current process or technology (e.g.,
in construction, medicine, or manufacturing). One-third of the 50
papers were concerned with the application of AI in autonomous
vehicles (mostly cars but also seagoing vessels). There was notable
uses of safety in connection with the security or privacy of personal
data, with several papers mentioning other key terms, including
robustness, reliability, and explainability.

4.2.4 Security. As the fifth most frequently used term in research,
security did not align with NIST’s definition as much as other terms.
NIST defines security as “AI systems that can maintain confiden-
tiality, integrity, and availability through protection mechanisms
that prevent unauthorized access and use” [1]. Security was most
frequently used as a reference to the application of AI in security
research (cybersecurity, security in IoT). Eight of the 50 papers
used security in a tangential reference; for example, food security
as a motivation for improving a crop monitoring algorithm. The
remaining few publications mentioned security in a similar use
case as defined by NIST (e.g., assessments of the relative security
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of a particular AI method and proposals to improve the security of
an AI-enabled system).

4.2.5 Bias. NIST accounts for a broad definition of bias in its AI
RMF, pointing out that “bias is not always a negative phenome-
non,” namely when discussed in a technical sense [1]. Albeit, NIST
connects bias to fairness and is most concerned that bias in AI not
create, perpetuate, or amplify harm to individuals. But the appear-
ance of the term bias in AI research is not necessarily focused on
harmful discrimination. Rather, the term reflects NIST’s broader
statement that bias is not necessarily harmful and that it is in fact
an essential part of building an AI algorithm. For example, nearly
two-thirds of the 50 abstracts examined referenced the role or need
for “inductive bias”, or the “weights and biases” necessary to de-
velop an algorithm. The remaining third of the titles and abstracts
using the word bias addressed racial or gender bias or methods for
addressing bias through techniques connected to other keywords
such as explainability.

4.2.6 Interpretability and Explainability. We discuss interpretabil-
ity and explainability together, as they are intimately connected and
can be challenging for non-specialists to separate in the research
literature. NIST makes a clear distinction between the need to prop-
erly interpret the recommendation of an AI system (interpretability)
and the related need to represent “the mechanisms underlying AI
systems’ operation” (explainability) [1]. While NIST clearly distin-
guishes between the definitions of the two terms, these definitions
are notoriously not universally accepted. For example, Amazon’s
definitions of the two terms are nearly reversed from NIST’s [13],
and several of the top 50 cited publications use explainability and
interpretability synonymously, highlighting misalignment among
researchers as well [35].

Notably, the research area of Explainable AI (XAI) focuses on
designing AI systems that an end-user can trust, with both inter-
pretability and explainability as critical components. The majority
of the 50 publications reviewed here used the term explainable in
the XAI phrase, and explainability to reference the ability to identify
how the model makes decisions. Most publications that mention
the term interpretability did so to describe the evaluation of or
improvement to deep learning classification outputs, specifically in
regards to an XAI framework. Several publications surveyed deep
learning models that either lacked interpretability or asserted the
state-of-the-art for interpretable outputs.

4.2.7 Privacy. The vast majority of the 50 top-cited trustworthy
AI papers that included the word privacy were aligned with the
NIST AI RMF and referenced techniques and approaches to improve
the privacy of user or device data, often for specific applications as
opposed to general frameworks. Among the publications concerned
with improving privacy, the majority discussed either the poten-
tial for federated learning to improve privacy or ways to improve
federated learning approaches to minimize the loss of performance
observed as a tradeoff for the technique. Overall, one-third of the
papers focused on privacy issues for IoT, and slightly less than one
third focused on privacy in the medical field. This may be attributed
in part to a high concern over the sharing of data in the midst of the
COVID-19 pandemic (10 papers specifically mentioned COVID-19).

4.2.8 Trust. NIST’s AI RMF is concerned on the whole with the
creation of trustworthy AI, and thus, defines trustworthy AI by
its key characteristics. Given this overarching concern with the
trustworthiness of AI systems, we specifically include the term trust
in our analysis. We find that the majority of trust mentions co-occur
with another trustworthy AI term, particularly privacy, security,
and explainability (40 of the 50 papers). Of the publications with
no co-occurring trustworthy AI term, the research was focused on
the trustworthiness of an AI system as NIST would consider it.

4.2.9 Fairness. The 50 most cited publications mentioning fairness
aremainly alignedwith NIST’s definition, and echoNIST’s assertion
that fairness is a socio-technical issue that can vary across groups
or cultures [1]. Publications in this set included those that strongly
linked fairness to bias and discrimination, explored fairness beyond
bias or discrimination, examined definitions of fairness, and focused
on technical fairness (similar to the technical bias publications). In
addition, several publications explicitly examined or evaluated the
fairness of a particular application of AI/ML.

4.2.10 Transparency. NIST’s AI RMF defined transparency as en-
suring “information about an AI system and its outputs is available
to individuals interacting with such a system” [1]. The majority of
publications that mentioned transparency aligned with the NIST
defintion, with titles and abstracts that also included another one of
NIST’s key terms, in particular explainability and/or interpretability.
Several of the publications in this set discussed the relative merits
of post-hoc explainability for transparency, as well as “transpar-
ent algorithms.” Another subgroup of the publications detailed the
importance of transparency to trust and/or the adoption of AI/ML.
Several of the papers included specific proposals to improve AI
transparency for a given use or to improve the transparency of
datasets.

4.2.11 Resiliency. Two-thirds of the 50 titles and abstracts men-
tioning resilience did so in alignment with NIST (“withstand[ing]
unexpected changes in their environment or use”) [1]. Publications
mentioned resiliency as an evaluation metric, made proposals for
general resiliency approaches such as digital twins, and voiced con-
cerns about fault tolerance as a component of resilience. Similar
to safety and security, though to a lesser extent, approximately
one-third of the top 50 papers were not about resilience as a char-
acteristic of AI, but rather about the application of AI to improve
resilience in a non-AI context. Research topics in this publication set
covered a wide range of resilience use cases; for example, resiliency
in the face of climate change, the resilience of robots to environ-
mental shifts, supply chain resilience, and even the application of
AI to monitor pigs for indications of animal resiliency.

4.2.12 Accountability. Unlike the other trustworthy AI terms, the
majority of publications that mentioned accountability were studies
of the concept or importance of accountability, and not specific
proposals to improve or address accountability in a given case. This
contrasted with other keyword papers examined, where specific
approaches or proposals were related to the key characteristic. Ap-
proximately one-third of the titles and abstracts reviewed in this set
also included another trustworthy AI term, especially explainability,
interpretability, and transparency, or the umbrella concept of XAI,
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which echoes NIST’s statement that “accountability presupposes
transparency” [1].

5 DISCUSSION
To help shape global norms for AI governance that will ultimately af-
fect international commerce, diplomacy, and interoperability, stake-
holders will need to monitor relevant national policy and scientific
research. Examining the use of trustworthy AI terms in policy and
research surfaces the frequency of their appearance, how interna-
tional research efforts may align with high-level policy goals, and
where a focus on research in and development of trustworthy AI
is evident. Policymakers should remain aware of how the research
community is using trustworthy AI terms so they can progress
toward a more common understanding and track the development
of commonly accepted techniques and frameworks, and vice versa.
Defining and achieving consensus on trustworthy AI characteris-
tics is a societal effort that must cross historic boundaries between
the technical and policy communities. Our empirical findings high-
light that overall there are discrepancies among the key terms use
with regard to definitions in the policy and research communities,
respectively, but the differences are not beyond alignment adjust-
ments.

Within the research publication analysis we find a variance in
term use to the policy documents with regard to frequency of
mentions. Notably the terms accountability, transparency, fairness,
and explainability are infrequently used in research publications’
titles and abstracts, compared to terms such as reliability, robust-
ness, safety, security, and bias. The differences in term use is more
nuanced than simply counting mentions, but this frequency com-
parison highlights the differences in the policy and research com-
munities’ focus. Specifically, certain terms are more formally estab-
lished research areas (e.g., XAI, security and privacy, and bias and
fairness). Another aspect to policy and research term differences
are the tensions between principles and expectations, particularly
for terms such as transparency and privacy. The balance between
the two principles will be challenging for governments, citizens,
and AI developers alike. Leaders should engage broadly to collab-
oratively evolve expectations about the boundaries and balance
between transparency and privacy, which will be important to the
acceptance and trust of AI systems writ large. Nations may wish
to consider the advantage of adopting a more explicitly risk-based
approach to common, core principles. Differentiating AI systems
by risk level could also help the international community focus its
efforts on developing norms for those AI systems most concerning
to governments.

6 CONCLUSION
Through their published documents, the policy and research com-
munities offer perspectives and approaches that will help society
better avoid harm and achieve a positive impact with AI. Efforts to
realize trustworthy AI are best helped, however, when these policy-
makers and researchers share a language—and an understanding—
common to us all in our societal ambitions for trustworthy AI.
Through comprehensive analysis of American, Australian, British,
Canadian, and Japanese high-level policies and guidance on trust-
worthy AI, as well as the analysis of researcher use of key terms,

we form a better understanding of the challenges and opportuni-
ties ahead for the shared goal of trustworthy AI. We present our
findings that policy documents generally agree on the importance
of six concepts: accountability, explainability, fairness, privacy, se-
curity, and transparency, and that while these terms are echoed in
the research literature, their definition can be different. Addition-
ally, there are inconsistencies between policy and research term
frequencies, highlighting the different focuses of each group on
trustworthy AI. To communicate clearly and develop effective solu-
tions, policymakers and researchers must share terminology and
definitions to avoid talking past progress.
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A DOCUMENT SELECTION CRITERION
Selecting the AI documents or policies most influential in a nation
is challenging both because there has been a rapid proliferation of
documents and because there is no clear, singular governing agency
in any of these countries. We examined multiple documents and
engaged with government experts to identify the optimal choices
for document analysis for our research. For example, the UK has
established law (i.e. the Human Rights Act and GDPR), proposed
laws (i.e. the Data Protection and Digital Information Bill intro-
duced in 2022), AI specific interpretations of laws (i.e. the ICO
Guide to GDPR), and AI specific policy documents and statements
(i.e. the National AI Strategy (published in 2021, updated in 2022),
“Establishing a pro-innovation approach to regulating AI,” and the
National Data Strategy). Reviewing these and other documents, we

applied our selection criteria to guide our final choices. Because
the UK had so many documents, we took special note of how each
discussed key principles, the references contained within each of
these documents, and we also consulted UK government officials
to ensure we properly understood which documents were most
influential.

To select countries for our analysis, we went through a four-
step filtering process. First, we examined statements by close U.S.
allies so that our analysis might inform U.S. diplomatic efforts to
establish trustworthy AI norms. Accordingly, we selected countries
in the North Atlantic Treaty Organization, the Quadrilateral Secu-
rity Dialogue, or the UK – United States of America Agreement
(Five Eyes). Next, from this subset of countries, we reviewed the
OECD AI Policy Observatory’s repository of documents to identify
countries with AI policy documents that would meet our document
inclusion criteria. Third, we eliminated any countries not listed as
one of the top 15 highest investing countries in AI as identified by
the Emerging Technology Observatory’s Country Activity Tracker.
This third step eliminated all but nine countries: Australia, Canada,
France, Germany, Japan, the Netherlands, the United Kingdom, and
the United States. Given available resources and our interest in
producing timely analysis for decision-makers, we chose to ex-
amine only 5 of these countries, specifically selecting ones that
represented geographic diversity: Australia, Canada, Japan, and the
United Kingdom, in addition to the United States. We chose the UK
over France and Germany because of the UK’s greater investments
and research in AI.

B POLICY DOCUMENT DESCRIPTIONS
Australia: In 2019 the Australian Department of Industry, Science,
and Resources published a set of eight principles and correspond-
ing descriptions to guide public and private use of AI [5]. This
voluntary AI ethics framework is designed to ensure that AI use
is safe, secure, and reliable by building public trust in AI products,
increasing consumer loyalty in AI-powered services, and enabling
Australians to benefit from AI. Of note, the document cites the Insti-
tute of Electrical and Electronics Engineers (IEEE) report, “Ethically
Aligned Design,” as a source of inspiration and guidance [3].

Canada: With the goal to regulate the Canadian government’s
use of any AI-enabled “system, tool, or statistical models used to
recommend or make an administrative decision about a client”,
Canada’s Directive on Automated Decision-Making was released
in March 2019 and updated in 2021 and 2023 [19]. Building on
prior Canadian legislation, including the Policy on Government
and Digital [18] and the Privacy Act [20], the Directive includes
impact assessment levels that guide the application of governance
requirements to AI. In summary these levels are: Level I ) “Decisions
will often lead to impacts that are reversible and brief”, Level II )
“Decisions will often lead to impacts that are likely reversible and
short-term”, Level III ) “Decisions will often lead to impacts that
can be difficult to reverse and are ongoing”, and Level IV ) “Deci-
sions will often lead to impacts that are irreversible and perpetual.”
Additionally, the Directive on Automated Decision-Making is aug-
mented by the Canadian government’s Responsible Use of Artificial
Intelligence-Guiding Principles [21]. These AI guiding principles
are directly aligned with Canada’s administrative law principles

https://laws-lois.justice.gc.ca
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai.html
https://www.canada.ca/en/government/system/digital-government/digital-government-innovations/responsible-use-ai.html
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/guidance-on-ai-and-data-protection/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/guidance-on-ai-and-data-protection/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/explaining-decisions-made-with-artificial-intelligence/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/explaining-decisions-made-with-artificial-intelligence/
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/artificial-intelligence/explaining-decisions-made-with-artificial-intelligence/
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.meti.go.jp/shingikai/mono_info_service/ai_shakai_jisso/pdf/20220128_2.pdf
https://www.iso.org/obp/ui/##iso:std:iso-iec:ts:5723:ed-1:v1:en
https://www.whitehouse.gov/wp-content/uploads/2020/11/M-21-06.pdf
https://www.whitehouse.gov/wp-content/uploads/2020/11/M-21-06.pdf
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and were designed alongside the Directive on Automated Decision-
Making through facilitated workshops and published white papers,
involving input from stakeholders in government, industry, and
academia.

Japan: Japan’s Society 5.0 sets as a goal the creation of “a sus-
tainable human-centric society that implements AI, IoT (Internet
of Things), robotics, and other cutting-edge technologies to create
unprecedented value, and a wide range of people can realize their
well-being while respecting the well-being of others” [10]. The
Social Principles of Human-Centric AI were designed as a part of
Society 5.0 and are a voluntary set of AI guidelines for Japanese
companies. Influenced by these social principles, an expert group
on howAI principles should be implemented published Governance
Guidelines for Implementation of AI Principles in 2022 [27]. Con-
taining examples and target behavior for AI systems that could
negatively impact society, the governance guidelines were con-
structed for Japanese companies to use as a reference point when
developing governance mechanisms for AI, though they are not
legally binding.

United Kingdom: The UK General Data Protection Regulation
and Data Protection Act (UK GDPR) has been applied to AI sys-
tems and models, as most current AI technology relies heavily on
data use [14]. For clarity on the UK GDPR, the Information Com-
missioner’s Office (ICO) produced the “Guide to the UK General
Data Protection Regulation”, containing specific guidance on how
the UK GDPR applies to AI systems [24]. We examined both the
GDPR and its implementation guidance, we selected the “Guide
to the UK GDPR” [25] instead of the GDPR itself, as the former

is organized for practitioners working with AI systems, and thus
more consolidated and specific to AI. The drawback of including
the ICO guidance on the UK GDPR is that the guidance document is
far more detailed than many of the other policies or high-level doc-
uments included in this study. We accepted this difference because
the guidance is drawn directly from the UK GDPR and explicitly
links to high-level principles, which makes it one of several UK
government documents that illustrate the influence of high-level
principles on more detailed guidance.

United States: Executive Order 13960, Promoting the Use of
Trustworthy Artificial Intelligence in the Federal Government, was
issued in 2020 and was the current Executive Order at the time
of analysis [23]. Executive Orders in the U.S. manage federal op-
erations and direct federal entities to take specific actions—they
are enforceable and have the effect of law. EO13960 directs federal
agencies to “design, develop, acquire, and use AI in a manner that
fosters public trust and confidence while protecting privacy, civil
rights, civil liberties, and American values, consistent with applica-
ble law and the goals of Executive Order 13859” [22, 23]. Executive
Order 13859 (published in 2019), Maintaining American Leadership
in Artificial Intelligence, provides guidance to executive agencies
on how to support the research and development of AI-enabled
systems, but only mentions ethical AI terms in passing [22]. The
Office of Management and Budget published amplifying guidance
on EO13859, The Guidance for Regulation of Artificial Intelligence
Applications, which specifically addresses key trustworthy AI terms
[36]. Thus, we include EO13960 and the OMB guidance, but not
EO13859, in our analysis.
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