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ABSTRACT
Manual verification has become very challenging based on the
increasing volume of information shared online and the role of
generative Artificial Intelligence (AI). Thus, AI systems are used to
identify disinformation and deep fakes online. Previous research
has shown that superior performance can be observed when com-
bining AI and human expertise. Moreover, according to the EU
AI Act, human oversight is inevitable when using AI systems in
a domain where fundamental human rights, such as the right to
free expression, might be affected. Thus, AI systems need to be
transparent and offer sufficient explanations to be comprehensible.
Much research has been done on integrating eXplainability (XAI)
features to increase the transparency of AI systems; however, they
lack human-centered evaluation. Additionally, the meaningfulness
of explanations varies depending on users’ background knowledge
and individual factors. Thus, this research implements a human-
centered evaluation schema to evaluate different XAI features for
the collaborative human-AI disinformation detection task. Hereby,
objective and subjective evaluation dimensions, such as perfor-
mance, perceived usefulness, understandability, and trust in the AI
system, are used to evaluate different XAI features. A user study
was conducted with an overall total of 433 participants, whereas
406 crowdworkers and 27 journalists participated as experts in de-
tecting disinformation. The results show that free-text explanations
contribute to improving non-expert performance but do not influ-
ence the performance of experts. The XAI features increase the
perceived usefulness, understandability, and trust in the AI system,
but they can also lead crowdworkers to blindly trust the AI system
when its predictions are wrong.
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1 INTRODUCTION
According to the World Economic Forum’s Global Risks Report 2024
[21], AI-generated disinformation is categorized as the second most
severe risk presenting a material crisis on a global scale. With over
70 elections taking place worldwide during the super-election year
of 2024, including pivotal elections like the U.S. presidential race,
elections in India, and the European Parliament elections, there
are already growing apprehensions about the substantial impact of
AI-generated content [27]. AI is becoming a significant part of our
everyday lives and significantly shaping the digital landscape also
with respect to disinformation generation. This raises the potential
for the creation of disinformation, deep fakes, and propagation
of hate speech, thereby greatly compromising the reliability of
information ecosystems [25, 29, 38, 47, 62, 73]. The infodemic dur-
ing Covid-19 [7] and the war in Ukraine and Israel [15] serve as
concrete examples of the severe effect of using AI for generating dis-
information and shaping public opinions [48]. However, AI is also
increasingly used for content verification to identify disinformation.
Automated fake news detection is inherently challenging due to
the non-binary nature of news veracity, which exists on a spectrum
from clearly true to clearly false. Additionally, the categorization
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of news is influenced by viewers’ pre-existing beliefs and knowl-
edge. The presence of sarcasm or irony can further complicate the
interpretation of their intended meaning [29, 59]. Consequently,
detecting disinformation still necessitates human judgment. Recent
studies indicate that hybrid systems, combining human and ma-
chine intelligence, are capable of achieving tasks that neither could
accomplish independently [24, 54]. In these scenarios, the human
decision-maker typically monitors the performance of the AI sys-
tem, aiding in the identification of potentially problematic news
items. However, AI systems used in this context often lack suffi-
cient transparency to rely on the predictions and recommendations.
Moreover, the European Council and Parliament have tentatively
agreed on the proposed AI Act, which sets out harmonized rules for
artificial intelligence, including Article 13, titled ”Transparency and
Provision of Information to Users” in the EU AI Act 1. Here, obliga-
tions are defined for sufficient transparency of AI systems, to enable
providers and users to reasonably understand the AI System’s func-
tioning and recommendation. Thus, transparency obligations must
be followed when using AI systems to detect disinformation within
the EU. Additionally, the voluntary Code of Practice on Disinforma-
tion2 has been developed by different stakeholders from industry,
law and research to define a common ground how to handle dis-
information online internationally. The AI Act and the Code of
Practice on Disinformation include the requirement for transparent
and comprehensive system design when AI systems are used to
detect disinformation. Recent studies in the field of eXplainable AI
(XAI) have shown its potential to demystify the black box nature
of AI algorithms, thereby improving human understanding of AI-
based classifications or creations [37, 63]. XAI features can foster
both reliability and human trust in AI systems for the fact-checking
task. Nevertheless, what constitutes a satisfactory explanation for
a certain domain and task is challenging, as this heavily depends
on the user’s background and prior knowledge [2, 44]. This aspect
is particularly pertinent, given that the AI Act also mandates the
incorporation of meaningful explanations into AI systems for users
for the fact-checking task. In this context, the Act does not explic-
itly define the extent of what constitutes a meaningful explanation,
leaving space for interpretation and implementation in a variety of
domains and scenarios involving AI systems.

In this work, we evaluate the human-meaningfulness of different
types of explanations in the domain of disinformation detection.
We conduct a Wizard-of-Oz study [14] with a total of 433 partic-
ipants, including 406 crowdworkers and 27 journalists recruited
through media outlets collaborating with the research institute,
to examine the XAI features concerning their meaningfulness to
domain experts and laypeople. The evaluation of the XAI features
integrates both objective and subjective evaluation dimensions,
such as the influence of XAI features on trust, understandability,
and perceived usefulness of the explanations. To empirically ex-
amine the meaningfulness of explanations, we assess the influence
of different types of explanations, such as highlights and free-text
explanations, on objective and subjective evaluation dimensions,
answering the following research questions:

1Laying down Harmonised Rules on Artificial Intelligence (AI Act), 15.01.2024.
2Strengthened Code of Practice on Disinformation, 15.01.2024.

RQ1: How does the use of different AI-system versions with
varying explanations influence the accuracy of journalists
and crowdworkers in the disinformation detection task?
RQ2: How do the subjective evaluation criteria of under-
standability, explanation usefulness, and trust differ between
journalists and crowdworkers?
RQ3: What is the influence of media literacy on the ability
to detect disinformation?
RQ4: Do the expectations towards AI change after using
different versions of the AI system?

Overall, this research comprises two key contributions: (1) the
assessment of human-centric explanations for identifying disin-
formation, aiming to gather empirical evidence on the types of
explanations that are most effective for incorporation into collab-
orative human-AI systems designed for disinformation detection;
(2) and the empirical analysis by incorporating the individual back-
ground, such as their media literacy and expectations towards AI.

2 BACKGROUND AND RELATEDWORK
Within the EU, most existing approaches rely on the European
Commission High-Level Expert Group (HLEG) definition by dif-
ferentiating between mis- and disinformation [71]. Disinformation
refers to intentionally inaccurate and false information shared by
persons to cause harm or deceive the public, whereas misinforma-
tion is the unintentional spread of harmful information [51]. In
this research, we adopt the definition of disinformation from the
HLEG [51] and terms such as fake news and fact-checking refer
to the definition of disinformation. With the rise of social media
platforms like Instagram, TikTok, WeChat, and X, the spread of
disinformation on social media platforms poses a major risk to soci-
etal stability and security, amplified by the widespread distribution
of multimedia content on these platforms [11]. Furthermore, the
proliferation of disinformation has raised concerns over decreas-
ing trust in public institutions, weakening democratic values, and
increasing political polarization [3, 65]. Hereby, the role of AI in
the realm of disinformation is of a dualistic nature. On the one
hand, AI can be employed to create fabricated content to spread
disinformation and deep fakes. On the other hand, AI can be used
to detect disinformation and identify generated content and false
claims. Approaches for (partially-)automated analyses of texts, im-
ages, videos, and audio recordings to detect disinformation and
aggregate the often complex results are central in the fight against
disinformation and are already being used (e.g., InVid3 and WeVer-
ify4). Manual fact-checking of content shared online at a large scale
is no longer feasible. Thus, research and industry have focused on
developing approaches to include automated or semi-automated
fact-checking and include crowdworkers for checking suspicious
content, such as Facebook [5]. Current research in this field utilizes
various methodologies: Propagation-based approaches focus on the
spreading patterns of disinformation [36], source analysis concen-
trates on the origin of disinformation for early detection [8], and
content-based approaches analyze linguistic features, operating
under the premise that disinformation often employs deceptive
language and styles [53]. In all these approaches, AI and machine

3https://www.invid-project.eu/
4https://weverify.eu/
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learning models play a crucial role in identifying false, misleading,
and harmful online content [5]. Within the EU, there is a significant
impulse for a human-centric and ethical approach to AI, including
the definition of transparency obligations for limited and high-risk
categories where AI systems detecting disinformation online would
fall in. The obligations include human oversight, comprehensive
representation of information regarding the AI systems, and the
necessity for clear and meaningful explanations.

In the context of explainable fact-checking, various approaches
can be used to provide justifications for the decisions made by
a model. These include applying feature importance methods to
identify key elements, employing logic-based systems for struc-
tured reasoning, or leveraging rationalizing models that generate
explanations in natural language [24]. Evaluations of text-based
explanations have demonstrated that for specific tasks, explana-
tions generated by AI can enhance human comprehension, and
increase trust and confidence in the AI system [33]. The focus on
human-centric aspects of explainability has ignited increasing in-
terest among scholars in diverse fields to delve into the realm of
XAI [12]. The effectiveness of explanations, specifically in terms of
enhancing comprehension and trust in the underlying AI system,
is contingent on the receiver’s perception and understanding. This
suggests that choices made in designing AI systems and respec-
tive explanations need to take human perceived understandability
and trust into account [34]. While explanations can increase users’
comprehension of and confidence in machine learning systems
[39], certain researchers argue that the mere availability of expla-
nations, regardless of their content, can induce these effects [18],
potentially leading to an illusory sense of understanding and trust.
Additionally, there is a natural human inclination towards simpler
explanations, which might lead to the preference for systems with
more compelling explanatory outputs over those that are more
transparent [26]. However, the meaningfulness of different types
of explanations depends on the user’s prior beliefs, knowledge,
and understanding of the underlying AI system [37, 39]. Overall,
previous research lacks standardized evaluation approaches cov-
ering relevant dimensions of human-centered XAI evaluation by
considering individuals’ prior knowledge and expectations of the
AI system [37]. It is essential to assess the explanations and arti-
facts concerning a specific AI system before, during, and after the
system’s deployment to assess the effect of XAI features in different
stages of use [39].

Regarding studies closely related to ours, in Linder et al. [35],
participants were tasked to assess news statements and learn to pre-
dict the output of the AI system. They found that the level of detail
of an explanation improves the utility for understanding the system,
but this comes at time and attention expenses needed to make sense
of the explanation. While their explanations are example-based and
attribute-based, we focus on salient feature explanations includ-
ing emotionally charged content and free-text explanations. We
emphasize the strengths of human-AI collaboration efforts, while
Linder et al. [35] are more concerned with the cognitive load of ex-
planations. Mohseni et al. [45] asked if explanations help end users
share more credible news. They found that explanations helped
users build appropriate mental models of the XAI assistant embed-
ded in a news review platform and adjust trust according to their
perceived limitations of the system. They share salient highlight

explanations with our setup through attention visualization and
come to the same conclusion that explanations are, however, not
responsible for improved task performance. While they pointed
out a misalignment between explanations and meaningful logic for
humans, we find in our study that free-text explanations can close
this gap. Nguyen et al. [49] investigated the human-AI collabora-
tion for fake news detection and showed that task performance
(assessing claims) did improve when exposed to correct system
predictions, which we can also confirm. The exposure to wrong
system predictions often led to lower task performance, but if given
the option to interact with such incorrect predictions users were
able to get better. Lastly, Epstein et al. [19] analyzed the likelihood
of users sharing content and found that fake news warnings are
made more effective through explanations. However, self-reported
trust in the warning labels was not increased by them.

3 METHODOLOGICAL BACKGROUND
In this paper, we focus on the human-centered aspects of XAI eval-
uation, aiming to first determine which types of explanations are
meaningful for human participation in the joint human-AI task of
information verification. Therefore, we present an XAI evaluation
framework that encompasses important human-centric evaluation
aspects, as detailed by Longo et al. [37] and Lopes et al. [39], within
the scope of collaborative human-AI disinformation detection. The
following explains the different types of explanations and objec-
tive and subjective evaluation dimensions to empirically test if
the explanations help human users detect disinformation more
accurately.

3.1 Types of Explanations
Since most of the current research in the XAI domain lacks human-
meaningful explanations [17, 37], we focus on types of explanations
that are more accessible to human recipients. Explanations that are
not comprehensible and understandable for users can lead to lower
trust and overall performance in human-in-the-loop settings [39]. In
our approach, we adopt the classification system fromWiegreffe and
Marasovic [72], differentiating explanations into three categories:
highlights, free-text, and structured explanations.

3.1.1 Highlights. Building on the foundations of automated fact-
checking [42, 60, 64, 68], our work involves annotating highlights
that act as evidence for the credibility (or ’Truthfulness’) of news
articles. These highlights, added manually by the authors of this pa-
per, play a crucial role in the collaborative human-AI fact-checking
task indicating check-worthy assertions. Moreover, highlights are
further used to capture emotion, sentiments, and the writing style.
Previous work has shown, that manipulative or emotionally loaded
language often affect the objectivity and the integrity of content
[1, 41, 55]5.

3.1.2 Free-text Explanations. The second type of explanation that
previous research has shown to be effective is free-text explana-
tions [31, 37], which are independent natural language explanations

5Figure 7 in the Appendix shows an example of the two types of highlights, where the
highlights in yellow indicate the truthfulness justification and the emotional content
is highlighted in the color cyan, to better differentiate between the two types of
highlights.
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displayed next to the original text to give a short and comprehen-
sive explanation of the model’s reasoning for fact-checking the
given news article. Expanding upon existing fact-checking datasets
[31, 57], our approach involves gathering justifications for classify-
ing a news article as either true or false. This process may involve
applying commonsense reasoning and rephrasing information from
external sources that are not referenced in the original article. Ex-
pert annotations are needed for these rationales. Relevant data for
this purpose can be sourced from introductory summaries on fact-
checking websites, like Snopes6, which is an accredited signatory
of the International Fact-Checking Network (IFCN)7. In our work,
the explanations represent an idealistic version of what a rationale-
generating fact-checking system [6, 16, 52] might offer in the future.
Our data sources are entirely human-generated, similar to the train-
ing data used in language models that drive these fact-checking
systems. Our focus is on determining the types of explanations that
are both useful and trustworthy in a practical application such as
the human-AI collaborative fact-checking task8.

3.1.3 Readability. In addition to the two types of explanations
described above, we consider the readability, which has been ex-
amined in previous literature, where the assumption is that news
articles featuring longer sentences and scientific terminology are
more frequently found in reliable outlets compared to those in un-
trustworthy and satirical websites [20, 31]. While Allen et al. [4]
demonstrated that readability is not always a critical linguistic char-
acteristic in determining how misleading tweets are and may not
be an essential component of XAI systems, it remains an important
extrinsic feature like style or an article’s metadata [55, 69]. Rather
than a stand-alone explanation, we use it in combination with
highlights to balance out the information load for each AI system
version (§4.2). In our work, the Flesch-Kincaid Grade-Level score
provides a readability assessment of the news articles. The scores
were mapped onto human-readable categorical features (< 10 =
Easy; 10 − 12.5 = Medium; > 12.5 = Hard)9.

3.2 Human-Centered XAI Evaluation
In Lopes et al. [39], XAI features are evaluated based on several
human-centered objective and subjective dimensions. The four eval-
uation dimensions — performance, understandability, explanation
usefulness, and trust — are described purely in theoretical terms,
without being subjected to empirical testing or validation. Our study
employs their theoretical framework and we select adequate con-
structs based on previous interdisciplinary research in the domain
of HCI and XAI [39, 46, 67, 74] allowing for an empirical analysis
of the four dimensions.

3.2.1 Performance. In verifying the effectiveness of an AI system’s
support in a human-assigned task, task performance is an impor-
tant objective metric [56]. Specifically, in the context of information
verification, task performance is measured by the proficiency with

6https://www.snopes.com/
7https://www.poynter.org/ifcn/
8An example of the free-text explanation can be seen in Figure 7 in the Appendix
highlighted in pink.
9An example of the integration of the readability categories can be seen in Figure 7 in
the Appendix.

which humans can identify fake news using the information pro-
vided.Therefore, the effectiveness of explanations can be objectively
assessed based on whether their integration into the system en-
hances performance. Additionally, the user’s ability to anticipate the
model’s output, termed simulatability or human forward prediction
[30], is assessed before they view the actual system prediction for a
specific news item.The performance is thenmeasured a second time
after the user has been presented with the AI model’s truthfulness
rating and the additional information depending on the AI-system
versions. Performance is hereby calculated on an individual basis
for each participant, considering the order of news items presented,
to accurately measure task performance for different types of news
items.

3.2.2 Understandability. Understandability is an important subjec-
tive evaluation dimension evaluating explanations across various
contexts. It refers to the ability to “describe the relationship be-
tween a system’s input and output in relation to its parameters”
[23]. Thus, understandability may pertain to the specific task at
hand, the comprehension of the AI system’s underlying mechanism,
or the clarity of the explanations provided. In our study, understand-
ability specifically relates to understanding the explanations, which
in turn aids in understanding the AI system’s predictions. Hereby,
understandability is measured according to Nourani et al. [50],
where the perceived understandability is measured locally for each
news item, and also globally for the whole AI system.

3.2.3 Explanation Usefulness. The third dimension, explanation
usefulness, is crucial for determining whether the added expla-
nations contribute to enhancing the performance of a given task
[13]. Explanation usefulness can serve as an objective measure by
comparing user performance across AI systems with varying ex-
planations and assessing whether the ability to detect fake news
improves when explanations are provided. Additionally, the per-
ceived usefulness of explanations can be measured subjectively to
gain further insights into the influence of different explanations.
Thus, the subjective perception of explanation usefulness is assessed
both locally after each interaction with the AI system and globally
in the context of the overall evaluation of the AI system.

3.2.4 Trust. Establishing user trust is essential for the effective
implementation of any AI system, as it significantly influences user
willingness to use the AI system [10]. Trust pertains to the degree of
confidence and ease users feel when using an AI system for a prac-
tical task. Hereby, trust can be measured objectively through the
preference of the AI’s prediction over their initial judgment, which
is described in Appendix B in more detail. Moreover, participants’
perceived trust can be measured with a questionnaire presented
locally after each news item and globally to assess the trust in the AI
system at the end of the experiment. Wanner et al. [70] provides a
questionnaire allowing us to measure trust, which has been slightly
adapted to the context of our experiment. As described above, we
used two falsely labeled (FP, FN) news items to observe blind trust,
when AI predictions were wrong. The three subjective dimensions
were measured with questionnaires consisting of 7-point Likert
scales. Following the recommendations of Mohseni et al. [45], we
measured them locally after each news item and in a more extensive

https://www.snopes.com/
https://www.poynter.org/ifcn/
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manner in the end after using the AI system for content verification
to assess the subjective evaluation dimensions in more detail.

4 EXPERIMENTAL SETUP
Our experimental setup includes the selection of news items, the
description of the AI-system versions, and further constructs that
are relevant for evaluating explanations. At the end of this section,
we describe our workflow.

4.1 News Items
We selected eight news items on three commonly known topic
domains, including environment, crime, and gender-related topics,
from accredited debunking websites Snopes10 and Politifact11. The
news items were assessed based on a continuous truthfulness rat-
ing on a scale between 0 and 100%. The news items were manually
labeled by several experts from media and computer science. Three
types of news items were defined: (1) The clearly true and clearly
fake news items, which were correctly identified by the AI system
(two articles), (2) the rather true or fake news items that contain
some false and misleading content correctly labeled by the AI sys-
tem (four articles), and (3) falsely labeled news items to examine, if
the users, crowdworkers and journalist alike, followed the AI recom-
mendations even though it was wrong (two articles). Transparency
can also have a deceiving effect on the end-user by distorting in-
formation about its competence [9]. Therefore, we tested for blind
trust by incorporating two falsely labeled news items on purpose.
One example was a false positive (FP) where the news item was
truthful, but the AI system presented the news item to the user as
fake; and one false negative (FN) example, where the AI system
presented a news item to the user as true, but it was fake. For these
two examples, two clearly fake or true news items were chosen to
facilitate the detection of the FN and FP news items. Moreover, the
truthfulness scores provided by the AI system were used to form
three subcategories for accurate predictions: clearly fake (< 25),
rather fake (25 ≤ and < 50), rather true (50 ≤ and < 75), and clearly
true (≤ 75).

4.2 AI-System Versions
Our approach involves evaluating the explanations independently,
facilitating a comparative analysis across the evaluation of the XAI
features. We introduce three distinct versions of a simulated AI
system, each demonstrating varied explainability features.12 This
strategy enabled us to effectively evaluate the influence of explana-
tions on the task of detecting fake news. (1) V1 - Baseline Version:
Displays only the news item, its metadata, and the AI system’s
truthfulness rating, without including any explanations, (2) V2 -
Salient Explanations Version: Includes the content from ver-
sion 1, adds the readability feature and incorporates the two types
of highlights, and (3) V3 - Free-Text Explanation Version: En-
compasses all information from version 1 and integrates free-text
explanations. In our study, we evaluate the influence of the inte-
grated explanation types for the content verification task, where

10https://www.snopes.com/
11https://www.politifact.com/
12Including every possible combination of explanation types in separate versions
would require extensive resources.

the control group received V1 none of the described XAI features.
To maximize resource efficiency, we incorporated explanations into
two specific versions of the AI system tested in two separate exper-
imental groups. One experimental group received V2 containing
the two types of highlights and the readability assessment of the
news article, and the other experimental group received V3 only
containing the free text explanations. The comparison of the dif-
ferent groups allowed us to empirically observe the influence XAI
features have on the evaluation dimensions and the perceptions of
crowdworkers and journalists. The three different versions were
then evaluated based on the four evaluation dimensions described
below. The information provided above was integrated into the
News Verification Dashboard which we have developed and de-
signed specifically for this experiment. The dashboard included the
news article indicating the topic domain, the AI truthfulness rating,
the publishing date, and information about the source as basic fea-
tures included in all three versions. For V2, the text highlights and
salient features (displayed in yellow and cyan) were included, and
in V3, the free-text explanations (visualized in pink). A screenshot
of the News Verification Dashboard with all three versions can be
found in Appendix A.

4.3 Media Literacy and Expectations about AI
According to Jones-Jang et al. [28], having higher media literacy
significantly contributes to better fake news detection abilities,
whereas less literate people have a hard time identifying fake or
misleading content. We adopted the questionnaire of Shahzad et al.
[61] (Appendix I.3.3) to examine if higher media literacy helps cor-
rectly identify false content, especially concerning falsely labeled
news items. We also used a questionnaire to evaluate general expec-
tations towards using AI for detecting fake news (Appendix I.3.2).
The questionnaire was administered both at the start and the end
of the study, enabling a comparison of shifts in expectations to-
ward AI’s role in fake news detection among various groups and
user demographics. The evaluation of the expectations towards AI
has been highlighted by previous research Venkatesh et al. [66], to
identify the underlying factors that influence user acceptance and
adoption of new technologies. The questions were adopted from
previous research [22, 43, 66] to fit the fake news detection context.
Participants’ expectations were again measured with Likert scales.

4.4 Experimental Workflow
The experiment consisted of three parts: (1) A survey asked about
general attitudes towards AI and media literacy questions. (2) The
experimental part started by introducing the News Verification
Dashboard and the human-AI collaborative task of detecting disin-
formation. The eight news items were shown in a randomized order,
to avoid any order effects. Also, the AI-system versions were ran-
domized for each participant so that equal numbers of participants
received the different AI-system versions. After each news item,
local evaluations of the four dimensions were given. (3) Another
survey was conducted at the end of the experimental part, includ-
ing questions about the expectations of AI to verify if a change
occurred after using the AI system, the global evaluation of the
AI system, and demographic questions. Figure 1 displays a visual

https://www.snopes.com/
https://www.politifact.com/
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Figure 1: Overview of the different components and constructs used for human-centered XAI evaluation for disinformation
detection.

representation of the different aspects of the experiment. The ex-
periment platform is described in detail in Schmitt et al. [58] and is
also available open-source13.

5 EMPIRICAL COMPARISON OF XAI
EVALUATION BETWEEN JOURNALISTS AND
LAY-PEOPLE

Overall, 600 participants took part in the experiment through the
crowdsourcing platform Crowdee14. Among them, 167 participants
were excluded after failing to correctly answer the screening ques-
tions. The remaining 433 participants, who answered test questions
correctly, were included in the explanation assessment, including
406 crowdworkers with 27 journalists recruited through media out-
lets collaborating with the research institute. These participants
were randomly divided into three groups, each interacting with a
different AI-system version: 134 laypeople with 8 journalist in base-
line version 1 without explanations, 140 laypeople with 9 journalist
in version 2 with saliency explanations, and 132 laypeople with 10
journalist in version 3 with free-text explanations. All constructs
used for the local and global evaluation dimensions for the eval-
uation of the AI-system versions showed sufficient reliability by
having Cronbach’s U > 0.7 (Appendix D).

13The XAI Evaluation Framework is made open-source: https://github.com/news-
polygraph/XAI-Evaluation-Framework.git.
14https://www.crowdee.com/

5.1 Evaluation of AI-system Versions based on
the Four Evaluation Dimensions

5.1.1 Performance Evaluation. The performance comparison be-
tween the journalists, crowdworkers, and the AI system is based
on the objective accuracy metric (AI system 0.75, crowdworker
alone 0.73, crowdworker-AI 0.82, journalists alone 0.88, journalists-
AI 0.89). For the comparison of the accuracy between the AI sys-
tem, journalists, crowdworkers, and the human-AI collaboration
setups, we used a Kruskal-Wallis Test (with Dunn post-hoc com-
parison) (Figure 2a)15. The journalists’ accuracy is significantly
higher compared to the AI (H-statistic 179.6, p-value < 0.01), and
the crowdworker accuracy (H-statistic 19.36, p-value < 0.01). More-
over, the journalists’ accuracy did not increase when using the AI
system (H-statistic 0.13, p-value 0.72). However, when the crowd-
workers used the AI recommendations, the accuracy significantly
increased (H-statistic 61.43, p-value < 0.01), and even outperformed
the AI accuracy alone (H-statistic 115.9, p-value < 0.01). However,
the crowdworkers’ accuracy without the AI system was slightly
(but not significantly) lower than the accuracy of the AI system
alone (H-statistic 3.36, p-value 0.07). Overall, the AI system was
outperformed by the journalists and the crowdworker-AI accuracy
(H-statistic 8.40, p-value 0.01).

When comparing the accuracy over different AI-system ver-
sions, the following differences could be identified after applying a
Mann-Whitney U-Test (Figure 2b). When using the basic AI-system

15Hereby, the significant levels are indicated by: ns - not significant, * 0.01 < p <= 0.05,
** 0.001 < p <= 0.01, *** 0.0001 < p <= 0.001, and **** p <= 0.0001.

https://github.com/news-polygraph/XAI-Evaluation-Framework.git
https://github.com/news-polygraph/XAI-Evaluation-Framework.git
https://www.crowdee.com/
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(b) Accuracy comparison between journalists and crowdworkers
for V1, V2, and V3.

Figure 2: Accuracy comparison between journalists and crowdworkers.

version, journalists had higher accuracy compared to crowdworkers.
However, this difference was not statistically significant (U-statistics
274.5, p-value 0.06). However, journalists had significantly higher
accuracy ratings when salient explanation features were present (U-
statistics 410, p-value 0.02). When free-text explanations were given,
the crowdworkers’ accuracy increased and there was no significant
difference between journalists and crowdworkers (U-statistics 543,
p-value 0.32).

Overall, explanations supported the crowdworkers’ performance
the most. With free-text explanations, the crowdworkers even
achieved similar high performance as journalists.

5.1.2 Understandability. The comparison between crowdworkers
and journalists for the perceived understandability of the explana-
tions 3a reveals that the only significant differenceswere in the basic
version between journalists and crowdworkers (U-statistics 715, p-
value 0.02), where crowdworkers showed a significantly higher
perceived understandability of the presented content in V1 com-
pared to journalists. Moreover, there were significant differences
between the three different AI-system versions for the crowdwork-
ers. The perceived understandability significantly increased when
salient explanation features were present (U-statistics 7470, p-value
0.01) and was the highest when a free-text explanation was shown
to the crowdworkers (U-statistics 5952, p-value < 0.01). In compari-
son to the global evaluation (Appendix E) in Figure 8a, a significant
difference was also found for journalists between V1 and V2 and
V1 and V3 because of significantly higher understandability ratings
on a global level for V2 and V3, respectively. For the crowdwork-
ers, only V1 and V3 show significant differences, with V3 showing
significantly higher understandability.

5.1.3 Explanation Usefulness. When comparing the subjective ex-
planation usefulness locally (Figure 3b), the comparison between
crowdworkers and journalists reveals significant differences for V1

(U-statistics 819.5, p-value < 0.01), where crowdworkers reported
higher explanation usefulness. Crowdworkers also reported higher
explanation usefulness for V2 and V3, but the differences were not
significant. Regarding the different AI-system versions for only the
crowdworkers, significantly higher explanation usefulness could
be observed for V2 in comparison to V1 (U-statistics 7525, p-value
< 0.01), and for V3 in comparison to V1 (U-statistics 5921, p-value
< 0.01). Similar differences could be observed for the journalists:
They reported significantly higher explanation usefulness for V2
in comparison to V1 (U-statistics 5.5, p-value < 0.01), and for V3
in comparison to V1 (U-statistics 11.5, p-value 0.02). For local vs.
global evaluation (Appendix E) in Figure 8b, similar results can
be observed as the perceived global explanation usefulness was
significantly higher for the crowdworkers with V2 compared to
V1, and V3 compared to V1. There were no significant differences
between the crowdworkers and the journalists for the different AI-
system versions, indicating that the explanation usefulness follows
a similar trend for both journalists and crowdworkers.

5.1.4 Trust. For the perceived trust in the AI system (Figure 3c),
significant differences exist between journalists and crowdworkers
for V1, where journalists reported significantly lower trust com-
pared to the crowdworkers (U-statistics 686, p-value 0.03). A similar
difference existed for V2 (U-statistics 973, p-value 0.04). For the
free-text explanations, the crowdworkers showed a slightly higher,
but not significant, trust rating. When comparing the different AI-
system versions for the crowdworkers, trust increased significantly
when comparing V2 to V1 (U-statistics 7576, p-value < 0.01) and
V3 to V1 (U-statistics 6220, p-value < 0.01), where the explana-
tions significantly contributed to higher trust. When comparing
the different AI-system versions for the journalists, increasing trust
could be observed for V2 and V3 in comparison to V1. However,
the differences were not significant. When comparing the local and
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(c) Local trust.

Figure 3: Comparison of local explanation understandability, usefulness and trust between journalists and crowdworkers for
different AI-system versions.

global evaluations (Appendix E) in Figure 8c, similar results could
be identified, whereas the differences between V2 and V3 in com-
parison to V1 showed significant differences also for the journalists.
This indicates that the explanations significantly increased trust for
both journalists and crowdworkers. However, even though free-text
explanations showed higher trust ratings locally and globally, the
differences were not significant, and thus no further differentiation
could be made between salient and free-text explanations.

5.1.5 Blind Trust. To examine blind trust in AI recommendations,
we compare the alignment of the journalists (Figure 4a) and crowd-
workers (Figure 4b) truthfulness rating with the AI rating for the
different types of news items. For both groups, the alignment sig-
nificantly decreased (after conducting a Dunn test with the Holm-
Bonferroni method, ? − E0;D4 :< 0.01) when presented with wrong
AI system predictions for both falsely labeled news items (Appen-
dix F). When considering the AI system alignment for the falsely
labeled news items, journalists showed much lower alignment in
comparison to crowdworkers. This indicates that journalists were
less prone to blind trust compared to crowdworkers.

5.2 Media Literacy
The media literacy score was computed by averaging user skills
assessed in the survey, encompassing source evaluation, informa-
tion search, and ethical use of information (Appendix I.3.3). We

use literacy score quantiles to establish three categories (low liter-
acy, medium literacy and high literacy)16 for evaluating the impact
of literacy on accuracy. Figure 5a displays the accuracy of both
crowdworkers and journalists without AI system support on the
media literacy categories. The accuracy of crowdworkers remained
similar among all literacy categories, consistently falling behind the
accuracy achieved by journalists with similar literacy scores. Like-
wise, Figure 5b shows their accuracies with the support of the XAI
features across various media literacy categories. An observable
trend in both groups is an increment in accuracy with an increase in
literacy. When comparing the accuracy in relation to media literacy
for the falsely labeled and the hard-to-detect news items (Appendix
H), the results indicate that high literacy levels are associated with
a reduced tendency towards blind trust in the case of journalists.

5.3 Expectations towards AI
The shift in expectations regarding AI before and after using the AI
system is illustrated in Figure 6a for crowdworkers and in Figure
6b for journalists. In both instances, the most significant alteration
in expectations is associated with the free-text explanations (V3).
There is a noteworthy increase in expectations, especially notable
for crowdworkers, with statistical significance (U-statistics 7528,
p-value 0.03). Additionally, although not achieving statistical sig-
nificance, journalists also exhibit a rise in the median value.

16&;>F4A = � −1
;8C

(0.25) and &ℎ86ℎ4A = � −1
;8C

(0.75)); Low Literacy < &;>F4A ,
&;>F4A ≤ Medium Literacy < &ℎ86ℎ4A , and High Literacy ≥ &ℎ86ℎ4A
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Figure 4: AI preference for news item categories for crowdworkers and journalists.

6 DISCUSSION AND CONCLUSION
We present a framework for evaluating human-centric explanations
in human-AI collaborative information verification systems. It as-
sesses the impact of different explanation types on performance,
understandability, usefulness, and trust. We applied our framework
to a practical setting through the News Verification Dashboard and
evaluated its effectiveness with a crowdsourcing study involving
433 participants including 406 crowdworkers and 27 journalists.
Our analysis provides answers to the research questions outlined
in Section 1.
RQ1: Influence of AI systems on the accuracy of journalists
and crowdworker: With AI support, the accuracy of crowdwork-
ers significantly improved, rising from 0.73 to 0.82. For journalists,
there was a minor, insignificant increase in accuracy from 0.88 to
0.89. Crowdworkers’ accuracy significantly increased with free-text
explanations, almost matching that of the journalists. Overall, the
AI system notably enhanced laypeople’s performance in detecting
fake news, bringing it close to the expert level with free-text ex-
planations. However, the performance of expert journalists only
improved marginally and was unaffected by the different AI-system
versions. Therefore, AI assistance significantly improved laypeo-
ple’s ability in content verification tasks.
RQ2: Difference of subjective evaluation criteria between
journalists and crowdworkers: Trust, understandability, and
explanation usefulness increased in the order of V1, V2, and V3
for journalists and crowdworkers for the local and global evalua-
tions alike. However, only V3, displaying the free-text explanations,
showed significantly higher understandability, explanation use-
fulness, and trust in comparison to V1. Nonetheless, V3 also led
to overreliance and blind trust in the AI system, especially when
crowdworkers use it.
RQ3: Influence of media literacy on accuracy: Journalists had
significantly higher media literacy and showed better ability in
detecting fake news when AI system predictions were wrong, and
when fake news content is harder to detect. Thus, higher literacy

can act as a countermeasure to overreliance and blind trust in AI
systems.
RQ4: Expectations towards AI:The use of the AI-system versions
changed the expectations towards AI, especially with V3 for the
crowdworkers, where a significant difference can be observed, and
also for journalists with a non-significant increase. This indicates
that the free-text explanations support a more positive expectation
towards AI.

Overall, the key contribution of our study is the empirical evalu-
ation of various human-centered explanations for human-AI con-
tent verification tasks. We consider the previously identified issue
of human overreliance on AI systems, especially when the AI is
incorrect [19, 35, 45]. We observe similar overtrust in AI among
crowdworkers when AI ratings are incorrect, but this effect can
be minimized with expert knowledge. Finally, we can confirm the
findings of Nguyen et al. [49] that human-AI collaboration outper-
forms human and AI performance alone for the content verification
task, especially when no expert knowledge is available. With free-
text explanations, laypeople (crowdworkers) even achieved similar
performance comparable to experts (journalists). Additionally, ex-
planations in our News Verification Dashboard improved perceived
usefulness, understandability, and trust in the AI system compared
to having no explanations. In conclusion, our findings underscore
the importance of human-AI collaboration in content verification
tasks, particularly in the absence of expert knowledge. Especially
in the sensitive area of disinformation detection, which can conflict
with free speech rights, human-AI collaboration is essential to ad-
dress the widespread online disinformation while ensuring human
oversight to align with fundamental human rights, as mandated by
the AI Act. Further research is needed to balance AI system trans-
parency with avoiding information overload and overreliance on
the AI system. Moreover, future research can explore explanations
at various levels of abstraction to offer appropriate transparency
for different expertise levels and understanding of the tasks.
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A NEWS VERIFICATION DASHBOARD
News Verification Dashboard is shown in figure 7.

B AI PREFERENCE SCORE

AI Preference =


1 if '0 = '1 = '��

0 if '0 = '�� , '1 ≠ '��

min
(
1,max

(
0, '1−'0

'�� −'0

))
otherwise

(1)

In this context, '0 represents the user’s initial truthfulness rating
before viewing the AI’s output, '1 is the subsequent truthfulness
rating after seeing the AI’s output, and '�� is the truthfulness rating
from the AI system. The AI Preference value falls within the range
of [0, 1]. When analyzing participant AI Preference, it refers to the
average of their AI Preference values across various news items.

C INFORMATION ABOUT PARTICIPANTS
Demographically, of the 433 participants, 63% were female, 36%
male, and 1% identified as diverse. Educational backgrounds in-
cluded 54% of participants with a university degree and 40% with
a high school degree. Employment status showed 36% employed,
32% self-employed, and 10% students, with 45% earning over 50: €

annually. Age-wise, 61.3% were between 30 and 50 years, 29.8% be-
tween 18 and 29 years, and 8.8% over 50 years old. An information
summary about participants is presented in table 1.

D RELIABILITY ANALYSIS OF CONSTRUCTS
The reliability of constructs and descriptive statistics of crowdwork-
ers and journalists are shown in table 2.

E GLOBAL COMPARISON OF SUBJECTIVE
EVALUATION DIMENSIONS

In the following, the analysis of journalists and crowdworkers for
the global evaluation of the AI system with respect to the three
subjective evaluation dimensions can be found. In Figure 8a, the
global understandability is displayed where the journalists show a
significant increase of V1 to V2 (U-statistics 12, p-value 0.03), and V1
to V3 (U-statistics 12, p-value 0.03), indicating that the explanations
increase the overall perceived usefulness of the AI system17. For the
crowdworkers significant differences can be detected between V1
and V3 (U-statistics 6355, p-value < 0.01), whereas V2 is also higher
than V1 but not significant. This indicates, that for both, journalists
and crowdworkers, the existences of explanations increase the per-
ceived understandability. For the perceived usefulness, a significant
increase can be observed when comparing V1 to V2 (U-statistics
10, p-value 0.02) and V1 and V3 (U-statistics 6.5, p-value < 0.01) for
journalists. Similarly for crowdworkers where there is a significant
increase between V1 and V2 (U-statistics 7611, p-value < 0.01) and
V1 and V3 (U-statistics 6776, p-value < 0.01). This indicates, that
the usefulness increases when XAI features are present. Similar to
global understandability, trust shows significant differences for V1
to V2 and for V1 and V3 for both, journalists and crowdworkers
alike. This indicates, that overall, XAI features increase global un-
derstandability, usefulness, and trust. However, no differentiation
can be made between V2 and V3, providing no further inferences if
the explanations provided in V2 or V3 are of more help for the task
at hand.

F SIGNIFICANT DIFFERENCES OF AI SYSTEM
ALIGNMENT

Pairwise comparison of news item categories for AI Preference
using Dunn’s tests (?-values corrected with the Holm-Bonferroni
method) is shown in table 3.

G BLIND TRUST
To evaluate if blind trust can be observed and human users ad-
here to AI system recommendations even when the AI system is
incorrect, the accuracy ratings of participants who only viewed
the news item is compared with those who also considered the AI
system’s truthfulness rating and additional information from the
News Verification Dashboard. The difference in accuracy before
and after presenting XAI features is measured to assess the extent
of agreement with the AI system by journalists and crowdworkers.
In Figure 9, the comparison of accuracy ratings before and after the
exposure to XAI features reveals an increase in truthfulness ratings

17(ns - not significant, * 0.01 < p <= 0.05, ** 0.001 < p <= 0.01, *** 0.0001 < p <= 0.001,
**** p <= 0.0001).
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Table 1: Information about participants.

Group Overall System Versions Gender Age (mean)
basic salient free-text male female diverse

Crowdworker 406 133 133 140 145 258 3 35.14
Journalist 27 10 7 10 12 15 0 37.2

Table 2: Reliability of constructs and descriptive statistics of crowdworkers and journalists.

Construct Cronbach’s U Crowdworker Journalist
mean std mean std

Understandability global 0.71 5.43 1.16 5.12 1.14
Understandability local 0.86 6.12 0.82 5.58 1.24
Trust global 0.95 5.10 1.13 5.21 1.10
Trust local 0.83 6.17 0.82 5.84 0.81
Usefulness global 0.82 5.45 0.97 5.40 0.90
Usefulness local 0.91 6.10 0.77 5.84 0.81
Information Literacy 0.90 5.73 0.88 5.67 0.63
Exp. of AI before 0.82 4.59 1.20 4.34 0.78
Exp. of AI after 0.75 4.54 1.10 4.48 0.95

Table 3: Pairwise comparison of news item categories for AI
Preference using Dunn’s tests (?-values corrected with the
Holm-Bonferroni method)

User Type Category A Category B ? Cohen’s 3

clearly true falsely labelled < .01 1.05
Crowd rather fake falsely labelled < .01 0.65

clearly fake falsely labelled < .01 0.66

clearly true falsely labelled < .01 1.26
Journalist rather fake falsely labelled < .01 1.22

clearly fake falsely labelled < .01 0.92

for both journalists and crowdworkers when exposed to the AI
system ratings and additional information for all news item types,
except falsely labeled items. The decline in truthfulness ratings for
both journalists and crowdworkers concerning falsely labeled items
suggests that users might have been persuaded by the AI system to
adopt inaccurate predictions.

H MEDIA LITERACY
Furthermore, another experiment was performed to assess the im-
pact of literacy on accuracy when individuals use XAI features
under three scenarios defined by truthfulness scores ((C ) provided
by the AI system: (1) news that is easy to classify ((C < 25 or
75 ≤ (C ), (2) news that is hard to classify (25 ≥ (C < 75), and (3)
news that is falsely labeled. In the initial scenario, where only news
that is easy to classify is considered (Figure 10a), both journalists
and crowd workers exhibit relatively good accuracy across various
literacy categories. However, when the news is hard to classify
(Figure 10b) or falsely labeled (Figure 10c), there is a significant
decline in accuracy observed among crowdworkers. In contrast, for

journalists, the drop in accuracy is inversely correlated with the lit-
eracy score, indicating that high literacy levels are associated with
a reduced tendency towards blind trust in the case of journalists.

I SURVEY
I.1 Global System Evaluation
7 Point Likert scale from strongly agree to strongly disagree Questions
adapted from Wanner et al. [70]

I.1.1 General Trust in AI-Systems.

(1) The AI-System supports decision-making in fake news de-
tection very well

(2) The AI-System is able to classify the news articles compe-
tently

(3) The AI-System can correctly classify the presented news
articles

(4) The AI-System can efficiently classify the presented news
articles

(5) In general, the AI-System is able to detect fake news
(6) The AI-System decides neutral
(7) The AI-System decides consistently according to the same

criteria
(8) The criteria according to which the AI-System evaluates are

acceptable
(9) I think I understand why this AI-System provided the deci-

sion it did
(10) I think I understand what this AI-System bases its provided

decision on
(11) The classification of the AI-System is comprehensible for me
(12) It is easy to follow what the AI-System does
(13) How satisfied are you with the explanatory quality of the

News Dashboard?
(14) I know what will happen the next time I use the AI-System

because I understand how it behaves
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(15) I tend to trust this AI-System, even though I have little or no
knowledge of it

(16) My tendency to trust this AI-System is high

I.1.2 Explainability Usefulness.

(1) Using the News Dashboard would increase my effectiveness
in detecting fake news

(2) I think the News Dashboard is useful for assessing news
articles

(3) Using the News Dashboard will help me detect fake news
faster in the future

(4) Overall, I understand how this News Dashboard assists me
with decisions I have to make

(5) Overall, I think the explanations given by the AI-System in
the News Dashboard for the news article are useful

(6) It takes too long to learn how to use the News Dashboard to
make it worth the effort

I.1.3 Understandability.

(1) Overall, the presented explanations in the News Dashboard
are comprehensible and help me with assessing the news
articles

(2) The presented explainability features in the News Dashboard
seem too complicated

(3) The metadata (source of the article and publishing date) are
presented as comprehensible and useful for the task

I.2 Local System Evaluation
7 Point Likert scale from strongly agree to strongly disagree
Trust

(1) The AI-system classified the news items correctly - adapted
from Kulms and Kopp [32]

(2) I understandwhat the AI-system does - adapted fromMadsen
and Gregor [40]

Explainability Usefulness
(1) The explainability features presented are useful to assess the

truthfulness of the news item.
(2) The indications given by the AI-system are useful to assess

the credibility of the news item.
Understandability

(1) The presented explanations are comprehensible and help me
with assessing the news articles

I.3 Further Constructs
I.3.1 Expectation of AI before experimental part. 7 Point Likert scale
from strongly agree to strongly disagree Questions adapted from
Gillespie et al. [22], Mcknight et al. [43]

(1) My typical approach is to trust new technologies until they
prove to me that I shouldn’t trust them [43]

(2) I generally give technology the benefit of the doubt when I
first use it [43]

(3) How willing are you to rely on information provided by an
AI system in the context of fake news detection?

(4) In general, are you sceptical about AI
(5) In general, do you trust AI?

(6) My typical approach is to trust new technologies until they
prove to me that I shouldn’t trust them

I.3.2 Expectation of AI after the experimental part. 7 Point Likert
scale from strongly agree to strongly disagree

(1) My typical approach is to trust new technologies until they
prove to me that I shouldn’t trust them [43]

(2) I generally give technology the benefit of the doubt when I
first use it [43]

(3) How willing are you to rely on information provided by the
AI-System in the context of fake news detection? [22]

(4) Overall, are you skeptical about the AI-System? [22]
(5) My typical approach is to trust new technologies until they

prove to me that I shouldn’t trust them [22]

I.3.3 Information Literacy. 7 Point Likert scale from always true to
never true
Questions adapted from from Shahzad et al. [61]
I think…

(1) …I have the skill to access information resources for finding
relevant literature, about topics I want to verify (e.g. looking
up information about climate change and its effect on our
everyday life)

(2) …I can check the reliability of the searched information
(3) …I can differentiate between right and fake information

when I am reading news, also online in my social media
channels

(4) …I can efficiently use subscribed and open-access informa-
tion resources when I am looking for information

(5) …I have skills in Information Technology (IT)
(6) …I can identify the best authentic sources of information
(7) …I can identify misinformation in news
(8) …I know about plagiarism and publication ethics
(9) …I have research-level skills

I.3.4 Demographics.

(1) To which age category do you belong?
(2) In which country do you currently live?
(3) What is your highest school-leaving qualification?
(4) Which of the following categories best describes your em-

ployment status?
(5) What is your gender?
(6) What is your annual household income (gross)?
(7) What is your nationality?
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(a) Human accuracy.
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(b) Human-AI accuracy.

Figure 5: Accuracy comparison for different levels of literacy: low (LL), medium (ML), and high literacy (HL).
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(b) Journalist.

Figure 6: Expectation comparison before and after using the AI-System for crowdworkers and journalists.
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Figure 7: News Verification Dashboard, where the second version containing the text highlights is visualized combined with the
free-text explanations.
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(a) Global understandability.
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(b) Global usefulness.
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(c) Global trust.

Figure 8: Comparison of global explanation understandability, usefulness, and trust between journalists and crowdworker for
the different AI-system versions.
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Figure 9: Comparison by user type of performance over all item categories, before and after the explanations have been
presented.
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(a) News easy to classify.
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(b) News hard to classify.
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(c) News falsely labeled.

Figure 10: Accuracy comparison per classification difficulty (easy and hard to classify, and falsely labeled) by the system for
different levels of literacy: low literacy (LL), medium literacy (ML), and high literacy (HL).
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