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ABSTRACT
Data annotation is a process of meaning-making and is inherently
political. The literature on ethics in data-driven technologies ex-
plores these political aspects, primarily focusing on questions of
bias and power. This paper argues that the politics of annotation
often overemphasize secular and modern values and overlooks
faith-based, religious, and spiritual aspects (FRS) in data annotation.
This oversight particularly affects the postcolonial regions of the
Global South, where FRS are intertwined with people’s everyday
experiences and ethics. We conducted a focus group discussion
and contextual inquiries with six annotators who annotated a faith-
related “violence” dataset from South Asian YouTube content. Our
analysis reveals that FRS blindness in data annotation manifests
through the politics of achieving objectivity and the “scientific”
process of meaning-making. Due to these goals, which are predom-
inantly shaped by Western values, FRS sensitivities are overlooked
from the initial stages of data curation through annotation, ulti-
mately leading to a context collapse within the annotation process.
Finally, we advocate for the adaptation of FRS sensitivities into
the annotation process and data infrastructure, particularly when
the dataset clearly pertains to FRS, to promote greater cultural and
contextual inclusivity in annotation practices.
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1 INTRODUCTION
Data annotation is not merely a technical exercise; it is a process
characterized by meaning-making and inherently political in na-
ture [8, 68]. The politics of data annotation have been a focal point
of research in AI and data ethics [50, 53, 67, 77]. This body of work
has adopted various approaches to study these politics. One strand
focuses on issues of justice and harm, particularly concerning bi-
ases in data-driven systems [37, 58]. A growing trend of inquiry
argues that an exclusive focus on bias may overshadow equally
crucial issues related to power dynamics that influence meaning-
making in data annotation processes [50]. Researchers in this area
have argued that the categorization and interpretation of data are
mediated through power-laden infrastructures, where the subjec-
tivity of annotators is often subjugated to imposed, arbitrary cate-
gories [50, 51]. These infrastructures are conditioned by a variety
of factors, including but not limited to, the pursuit of objectivity,
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scientific “neutrality,” efficiency, and capitalist logic [68]. Incorpo-
rating “power” as a central focus of analysis in these studies has
yielded new insights into the interplay between subjectivity and
the infrastructures supporting data annotation.

Despite these studies’ significant contributions to the politics of
annotation and data work, the role of faith, religion, and spirituality
(FRS) remains largely unexplored, which is especially important in
the data works that explicitly address faith-sensitive issues. This
oversight makes the annotation processes predominantly secular
practices that neglect FRS-sensitivities. The consideration of FRS is
especially important because it often forms a key part of a person’s
perception of subjectivity [28, 29, 49]. People frequently manifest
these subjectivities, often tacitly, when ascribing meaning to their
everyday interactions and decision-making processes [20, 59]. As
such, acknowledging the role of FRS in human subjectivity and in-
corporating it into data work is crucial for several reasons. First, FRS
aspects are intricately woven and integral to the lives of millions
of people, especially in the Global South. These aspects influence
both cultural practices and digital interactions [63]. The impor-
tance of FRS is evident in scholarly work on related topics. For
instance, research on religious discrimination increasingly demon-
strates that data-driven methods can be improved by incorporating
considerations of faith-related sensitivities [62, 76, 79]. Second, the
FRS values of data workers, including annotators, can significantly
influence their interpretations and justifications, particularly when
handling FRS-sensitive datasets. Since much annotation work is
crowdsourced from regions with strong FRS traditions [12], it is
especially important to consider how FRS values influence the an-
notation work. Therefore, integrating FRS perspectives could offer
AI ethics studies of data works a more nuanced understanding of
the sociocultural factors that affect both annotators and, in turn,
the end-users in data-centric systems.

To this end, we conducted a qualitative study to explore the
politics and decision-making processes involved in annotating a
“violence” dataset. This dataset was created from YouTube com-
ments related to faith-related incidents in South Asian regions. Our
research is guided by the question:What knowledge practices, logis-
tical infrastructures, and contextual factors influence the inclusion
or exclusion of FRS sensibilities in data collection, cleaning, and
annotation processes? Based on focus group discussions and con-
textual inquiries involving six annotators, we observe that the data
annotation politics are heavily influenced by secular and colonial
knowledge practices. Key factors shaping this practice include a
commitment to “objectivity,” established academic norms, exper-
tise hierarchies, and resource scarcity. These processes unfold in
a secular context that overlooks FRS considerations, despite the
dataset being initially generated through FRS-related keywords.
Our findings inspire a critical examination of how data annota-
tion practices can accommodate FRS sensitivities. In summary, the
primary contribution of this paper is a critical analysis of data anno-
tation practices within academic settings. Specifically, we focus on
how FRS aspects are marginalized as analytical categories within
the broader Western and secular politics of data annotation.

2 RELATEDWORK
2.1 Politics of Value Alignment in Data Works:

Secular and Colonial Practices
A substantial body of literature in ethics in AI employs various
modes of inquiry to address the ethical, social, and political as-
pects in data works. Focusing on questions related to bias, fairness,
transparency, power, and identity, a line of inquiry explores the
prioritization of values such as profits, standardization, opacity,
and corporate interests that shape data annotation practices in the
professional and organizational settings of data works [40, 77]. This
value alignment often manifests through annotation infrastructures
where the erasure of subjectivity and the disregard for annotator
diversity are common [39, 77]. A growing line of research pinpoints
power dynamics in knowledge practices as the key factor for such
marginalization. This body of work provides insights into how or-
ganizational hierarchies, the valuing of specialized knowledge by
those in power, and business-centric goals contribute to shaping
the practices of data annotation [60]. To address the social impli-
cations stemming from such practices, existing AI ethics studies
often call for greater transparency, the broader inclusion of data
workers, improved data education, and the regulatory oversight of
data-related activities [6, 33, 47, 75].

While the notion that data annotation is an objective scientific
process has been criticized in emerging literature [51] by acknowl-
edging the interplay of various social identities reflected on the
sense-making processes involved in annotationwork [19, 30, 39, 66],
how FRS values are entangled with such processes has largely re-
mained understudied till date. STS researchers have been challeng-
ing the notion of a strict separation between science and FRS beliefs
for long [9, 22, 42, 65], suggesting they often intermingle but man-
ifest as a separate mode of human existence like politics do [43].
They argue religious and cultural beliefs often shape scientific prac-
tices and explore their relevance in subjective interpretations ques-
tioning the objectivity of knowledge practices [70]. The Western
scientific tradition champions this so-called value neutrality of sci-
ence, often ignoring diverse worldviews [21] and standpoints [13]
of people at the bottom of social hierarchies obstructing their par-
ticipation in science-making from their marginalized positions.

In recent times, various social media research suggest that FRS
values are often reflected on datasets as key characteristics [3, 10],
however, we find limited engagement in AI ethics literature that ex-
plores the politics of FRS diversities in data annotation. Rather, this
body of work is limited in three key ways. First, subjectivity and
identity are often framed as obstacles to achieving scientific neutral-
ity and objectivity in data-driven research [14, 44, 57, 78]. Second,
recommendations for addressing subjectivity and identity usually
conform to Western, scientific, and secular knowledge frameworks,
despite the integral role of FRS in shaping people’s identities and
worldviews [64, 66]. Third, while some research in the Global South
does highlight unique contextual challenges, including religious
sensitivities [66], it does not further sufficiently explore the impact
of FRS considerations on the politics of meaning-making in data
work, as evidenced by the lack of further research in the same area.

In response, in this study, we capture FRS sensitivities in the
data annotation process and show how AI and data ethics can
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benefit from incorporating FRS perspectives in the investigation of
annotation politics and data-driven technologies.

2.2 Academic Colonialism, Context Collapse,
and Forced Alignment with Foreign
Knowledge Practices in Data Works

The AI ethics literature to date primarily reflects perspectives from
the Global North [66], while sidelining the ethical diversities and
ways of being in the Global South [38, 74]. An absence or scarcity of
context-specific insights forces practitioners from the Global South
to rely on external knowledge sources, often developed outside
their local contexts, to design policies for data collection, prepara-
tion, annotation categories, and hiring of annotators, among other
aspects of data work. This observation is consistent with what has
been termed ‘academic colonialism,’ wherein knowledge is central-
ized and flows from specific “virtual centers” to more peripheral
regions [1, 2, 34]. These centers establish their influence by gen-
erating copious amounts of knowledge, disseminating it through
privileged global media channels, and thereby encouraging schol-
ars in peripheral regions to consume this knowledge [4, 69, 71].
This dependency on imported knowledge often persists even when
practitioners recognize a contextual mismatch. Moreover, the prac-
titioners are inclined to align with what is often termed the ‘circle
of academic network’ [2], a system generally formulated and con-
trolled by these knowledge centers. Our study will illustrate that
similar forms of knowledge dependency are present in data anno-
tation practices in our study site, Bangladesh, a context shaped by
postcolonial and postsecular influences. The consequence of this
dependency manifests as a “context collapse” [18] in data works.
This collapse tends to encourage, as we will demonstrate, a tacit
alignment with a homogeneous set of Western and secular values,
ethics, and frameworks for meaning-making in annotation.

Contrary to the predominant emphasis on secular values in the
discourse on data annotation, various disciplines such as psychol-
ogy, sociology, and anthropology indicate that FRS elements deeply
influence human cognition, affecting everything from ethical deci-
sions to interpretative frameworks [11, 31, 32, 36, 55]. Within AI
ethics, an emerging literature examines how FRS intersects with eth-
ical and political considerations in data interpretation [7, 63, 64, 73].
Collectively, these works imply that FRS are not peripheral but
foundational to the cognitive frameworks people employ to make
sense of the world [26, 59]. Expanding on this, renowned anthro-
pologist Clifford Geertz contends that religion is neither solely a
set of supernatural beliefs nor just ritualistic practices [26]. Instead,
it offers a framework for interpreting one’s experiences, deeply
rooted in cultural symbols and shared meanings [26]. Given this
substantial evidence of FRS’s role in meaning-making, its absence
in mainstream, secular discourses on data annotation and AI ethics
merits critical scrutiny. The omission of FRS sensitivities not only
limits the scope of these discussions but also risks generating a
myopic or biased understanding of a dataset, particularly when it
comes to annotation practices of FRS-sensitive data.

3 BACKGROUND
We studied the data curation and annotation processes conducted
by a group of Bangladeshi researchers 1 aimed at creating an anno-
tated dataset of communal violence in South Asian regions. In the
following subsections, we briefly discuss the logistical resources
facilitated by the researchers in preparing the dataset, developing
the annotation framework, and recruiting the annotators for their
research. We should clarify that the study presented in this paper
started after the researchers had prepared the datasets and already
conducted their research.

Dataset preparation: The research group we studied was inter-
ested in preparing a communal violence dataset in Bangladesh and
West Bengal, India. This regional interest was motivated by their
observation that different religious and social groups were using
social media and video-sharing platforms to incite violence. The
team aimed to build a system for categorizing provocative online
content. With this goal, they began by curating a list of significant
violent social media incidents from 2012-2022. They surveyed the
leading national news outlets as well as utilized their living ex-
periences in the regions to prepare the list. The researchers then
searched YouTube videos related to these incidents and finalized a
list of 200 pertinent videos based on criteria such as posting date,
endorsement of violence, and number of viewers. Finally, utiliz-
ing YouTube’s public API, they collected over 168,000 comments
from these videos, predominantly in the Bangla language. In data
preparation, the research team followed standard computational
analysis procedures, such as filtering out code-mixed, spammy, and
non-Bangla comments, and then anonymizing the data. Employing
techniques ranging from unsupervised topic modeling to Guided
Latent Dirichlet Allocation (LDA), they narrowed the dataset to
approximately 20,000 comments. Lastly, due to time and resource
constraints, the researchers selected the first 6,046 comments for
human annotation.

Annotation framework development: The next step for the re-
searchers was to design a policy for guiding the data annotation
process to categorize the posts. An initial key step in annotation
was establishing five categories of violence, four of which were in-
spired by Galtung’s paper on cultural violence written in 1990 [25]
and one was proposed by the researchers following a rigorous dis-
cussion based on their qualitative understanding of the dataset.
The researchers developed a question-based framework to classify
the comments into five categories based on their assessed level of
associated violence [5]. These levels of violence were rated as “di-
rect violence,” “passive violence,” or “no violence”. This framework
finally resulted in a decision tree to better facilitate the annotation
process.

Annotator recruitment: Later, the researchers recruited a team of
six annotators (all of them were Bangladeshi, four male and two
female; three Hindus and three Muslims) to label the dataset. The
researchers aimed to form an annotation team with a balanced
mix of genders and religious backgrounds. Observing that most
collected YouTube comments pertained to Hindu and Islamic reli-
gions, a reflection of the demographics in Bangla-speaking regions,
they exclusively recruited annotators from these two groups. Of

1The term “researchers” specifically denotes the team that conducted data annotation
for their study. It is important not to confuse them with the authors of this paper.
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particular interest to us were the backgrounds of the annotation
team and their annotation works. All six annotators were recruited
from a local university’s Computer Science (CS) department. The
recruitment was carried out by two members of the research team,
who were senior undergraduate students at the same department
in the university and knew each other before working in the team.
Although the annotators worked “independently,” they reported
substantial agreement on categorizing the comments into one of the
five predefined groups. When disagreements involved more than
three annotators, they resolved them by consulting an “expert” to
make the final decision. The “expert” in this project was one of the
project leads in their research team. Initially, the thesis supervisor
of these two research team members guided the annotation work.
Later, the researchers extended their collaboration beyond their
university by partnering with a faculty member at a North Amer-
ican institution. Subsequently, the researchers employed various
computational modeling strategies based on linguistic variables
and sentence transformers to benchmark their labeled dataset.

We want to clarify that our role as authors of this paper was
not to assess the accuracy or efficacy of the dataset, but rather to
understand the methodologies employed by the research group and
explore how these could be adapted to better reflect local contexts.

4 METHODS
In this paper, we present findings from desk research on the labeled
dataset followed by a focus group discussion (FGD) involving the
annotator team. We scrutinized the annotated dataset, comprising
over 6,046 Bangla YouTube comments, prepared by the researchers
as described above. We paid special attention to the comments
where annotators had different labels. For a more in-depth analysis,
we selected the initial 30 comments and conducted a qualitative
examination of their content, aiming to understand the reasons
behind annotator disagreements and how they were resolved. We
then closely read the research report associated with the dataset,
along with the labeling policies prepared by the researchers. The
goal of this initial desk research on the materials used in the anno-
tation process and the annotated dataset was to formulate probes
for a focus group discussion, which we discuss below.

Following the desk research, we held a three-hour focus group
discussion [80] with all six annotators (four male and two female;
three Hindus and three Muslims) via Zoom. Conducted in Bangla,
the session was audio-recorded with participant consent and later
translated and transcribed by our team. We divided the FGD into
two parts. In the first part, we asked questions about the annotators’
background, their prior experiences of data annotation, their overall
experiences of annotating the “violence” dataset, their interpreta-
tions of the annotation policies provided by the researchers, their
justifications of taking annotation decisions, and their challenges in
annotating the dataset. These discussions continued for one hour.
For the next two hours of the FGD, we focused on the comments
that we selected earlier based on annotators’ disagreement and
asked specific questions to understand the individual insights and
opinions around those comments. We followed up with the anno-
tators later to clarify any ambiguities in their responses from the
focus group discussion. Following this focus group, we also con-
ducted unstructured interviews with three researchers in our study.

This conversation worked as an opportunity of auto-ethnographic
exploration for the researchers. This approach of auto-ethnography
has been used as a reflexive research practice in interpretative and
qualitative research in which the researchers take the ownership
of their subjectivity and its influence in the research methodolo-
gies [35, 48]. Due to their auto-ethnographic and reflexive insights,
two of the researchers are also co-authors of this paper. The re-
searchers’ personal experiences, ranging from data curation to
annotation, improved the insights provided by the annotators and
helped prevent any misinterpretation of the work conducted by
the research group. We were aware of the existing colonial nature
of data annotation work [46], and therefore, we did not want our
study to be extractive itself. The participants were paid for their
participation and time, and the researchers collaborated with us
while writing this paper.

For the data analysis phase of our research, we were flexible in
using pre-existing theoretical frameworks and focused more on
the subtlety and situatedness of the data annotation process. We
leveraged the strength of grounded theory [27] by taking inductive
approaches to code our qualitative data from the FGD, generat-
ing various themes, discussing, iterating the process, and debating
the emerging ideas. Such flexible, adaptable, iterative coding tech-
niques and analytical processes helped ensure that our findings are
grounded in the data, accurately reflecting the meaning-making ex-
perience of a team of data annotators within post-colonial contexts,
which are fairly under-studied in literature. We believe our position-
alities as authors have played a critical role in the interpretation of
the findings reported in this paper. Therefore, we hereby mention
that all authors in this study were born and raised in Bangladesh,
speak Bangla as their native language, and have been involved in
HCI/social and critical data studies research for more than 15 years.
This background has helped us capture the nuances of the Bangla
dataset, understand Bengali cultural subtleties, and address the data
work involved in this research. Finally, after carefully considering
the limitations of qualitative methodologies, including researchers’
subjectivity, bias, and heuristics, we reached a consensus after sev-
eral rounds of critical debates within our team to group the findings
under the three themes that we discuss next.

5 FINDINGS
Our findings illustrate how the annotation process shapes the cat-
egorization of data, notably omitting FRS as values embedded in
annotation despite the dataset’s dominant focus on faith-based
communal violence. This erasure is examined through three key
themes that we discuss below.

5.1 Politics of Categories: Secular Knowledge
Practices in Devising Annotation Labels

Our study aimed to understand the value judgments of the annota-
tors made during data annotation, focusing primarily on category
formation, data labeling, and cleaning. While performing annota-
tion tasks, the project team and annotators often unconsciously
and unwillingly navigated the inherent politics involved, resulting
in the erasure of “faith” as a category, even when it was strongly
visible on the dataset.
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The research team we studied analyzed violent comments under
YouTube videos from selected news portals in Bangladesh andWest
Bengal, India. All members, who had computer science backgrounds,
followed typical academic norms to adopt a framework-based anno-
tation approach to simplify their work. To develop this framework,
the two project leaders (L1 (male) and L2 (male), henceforth) con-
sulted a paper from the field of social and cultural studies [25] as
we have mentioned in the background section. While this paper
helped the team gain insights into social violence, they were also
aware of its limitations. One of the leaders commented:

“The paper was written at a time before social media
emerged as a phenomenon. For our project we needed
to adjust the categories for the present period so that
they effectively reflect the threat or violence embedded
in YouTube comments by people.” [L2]

Further scrutiny revealed that the project leaders did not consider
the paper’s contextual differences or its limited understanding of
religious conflicts in post-colonial South Asia, except for a brief
mention of Mahatma Gandhi’s philosophy on cultural violence,
also from a Western perspective.

We dug deeper to understand how the project leaders under-
stood the annotation categories. After a few moments of ini-
tial consultation between L1 and L2, they reached a consen-
sus on how they interpreted the categories and explained them
to us. The team used four categories inspired by the paper:
Kill/Attack, Re-socialization/De-socialization/Deportation, Passive
Violence/Justification, and Peace/Non-Violence. A fifth category,
“Social Rights,” emerged from Topic Modelling. They set scores for
the categories as follows: Peace/Non-Violence (0), Social Rights
(1), Justification/Passive Violence (2), Re-socialization/etc. (3), and
Kill/Attack (4). Scores 0-1 denoted non-violence, 2 indicated passive
violence, and 3-4 marked direct violence.

The leaders later recruited four annotators (A1, A2, A3 and A4)
for labeling the dataset. These annotators only had access to the
comments without knowing where they were coming from. It was
difficult for them to analyze the texts qualitatively without contexts.
Rather, they were given a rigid framework to think quantitatively
only with numbers, from 0 to 4. The annotators believed that these
numbers made their work easier. For example, one of them said,

“The numbering system was quite handy. We were able
to assign these five numbers (0 to 4) for all the comments.
The issue we often struggled with is the decision of
putting what number for a particular comment. Some
of them were really confusing.” [A4]

However, despite the team’s apparent consensus on annotation
categories, our questions about posts such as “Allah eder dhongso
koruk” (May Allah destroy them - translated by the authors) re-
vealed varied interpretations among the annotators during the FGD,
which is typical in data annotation. The intriguing finding was
that the annotators lacked clear guidelines for labeling posts with
FRS-sensitivity. Neither L1 nor L2 had consciously engaged with a
“faith” category, as they were unsure how to validate it based on the
referenced paper or their computational analysis. This may have
created a sense of powerlessness among project leaders and anno-
tators, stemming from a lack of rigorous intellectual resources and

a reluctance to deviate from the “state-of-the-art” norms in social
computing that often dictate academic acceptance or rejection.

While one workaround was to include qualitative methods for
the “faith” category to maintain academic rigor, the project leaders
emphasized their “scientific” approach for other categories. One
team member stated, “We are NLP researchers; we focus more on
methods and results than anything else.” Our observation is that
this focus on mechanical methods and quantifiable results can strip
the data of its contextual richness, including FRS-sensitivity.

5.2 Expertise: Faith-blindness in the Inclusion
and Exclusion of Experts

Our findings show that the second layer of erasure happens in the
inclusion and exclusion politics of expertise. In the project we stud-
ied, there was no formal structure for allocating human resources,
but a soft hierarchy emerged. Two project leaders (L1 and L2) ini-
tially cleaned the dataset and devised the annotation framework,
consulting their thesis supervisor (TS). They then recruited four
annotators (A1, A2, A3, A4) to score the comments by assessing vi-
olence levels without revealing the comments’ context. Annotators
consulted L1 and L2 for guidance and were compensated financially
for their work. The final dataset was shared with an external re-
searcher (PI), under whose supervision L1 and L2 aimed to publish
their findings. L1 and L2, as university seniors and subordinates
to TS and PI, often hesitate to question or dispute their seniors’
directives.

Operating within this soft hierarchy of experts, the annotators
were proactive in solving problems that arose during labeling. How-
ever, to resolve their confusion, especially regarding the data with
religious content, they did not have access to any “expert” or reliable
resources. They primarily used readily available online resources.
The dataset they were dealing with was rich in religious definitions
and cultural references, which were sometimes unclear to the an-
notators, particularly those from different religious backgrounds.
For example, A3 said,

“I didn’t know some of the Islamic terms that appeared in
the comments. I used to google it. I checked the websites
that had Quran or Hadith references. Just one or two
websites. I think that was enough for our causes.” [A3]

While it is challenging to assess the factual accuracy of the ref-
erences used, it is worth noting how the annotators conceptualized
“accuracy” in their work and how this influenced their judgments.
For contextual understanding and cultural interpretation of the
texts, which were in Bangla, the annotators did not consult experts
like Muslim or Hindu scholars, who could have offered nuanced lo-
cal contextual knowledge, especially with regard to FRS categories.
According to the project leaders, such specialized consultation was
deemed unnecessary because the focus was not on the “impact of
the violence” [L1] but on determining whether the texts themselves
were violent conforming to the guidelines established by the paper
they referenced for devising the categories or to their computa-
tional analysis. Instead, for fact-checking, the annotators relied on
English-language websites that lacked a Bangladesh/South Asian
context. Consequently, their perceptions of the inherent violence
in the texts, as well as the intensity of such violence, were shaped
by these foreign resources.
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5.3 Infrastructuring and Drive for Objectivity:
Resource Availability, Challenges, and
Complicated Perceptions

The third significant factor that marginalized FRS as a category was
the team’s approach to structuring the data work. Our participants
reported making concerted efforts to “avoid biases,” according to
L1 and L2, and to be as “objective” as possible during the anno-
tation process, as cited by all annotators. However, data labeling
is inherently a subjective task requiring individual judgment. To
mitigate this, many researchers prioritize ensuring the diversity
of annotators, a goal our studied project team also confirmed they
aimed to achieve.

We observed that despite best intentions, limited resources—both
human and logistical—constrained the team’s ability to fully achieve
their goals of diversity and objectivity. Originating as a thesis
project for L1 and L2, two final-year male undergraduates from
different religious backgrounds (Hinduism and Islam), they first
aimed for “bias-free” labeling by working separately and resolving
disagreements collectively. Initially, they thought their different
religions would suffice for creating unbiased annotations. However,
they later realized the need for a more systematic approach and
recruited four diverse annotators – A1 to A4 – based on religious
background, gender, and prior work experience. These annotators,
also from the same department and year, were familiar with each
other and were chosen largely based on convenience and available
resources. Meeting these background criteria and finding appropri-
ate annotators posed a challenge for the project team, especially
given that they were university students with relatively limited
networks. Consequently, despite the researchers’ commitment to
diversity, this process led to an annotation team that was ultimately
homogeneous in educational and contextual background, with all
members lacking expertise in FRS categories.

Moreover, the annotators showed a range of perception of what
they meant by “objectivity.” We paid closer attention to our annota-
tors while they were sharing their experience of data annotation
during our FGD. We found they were speaking in a deeply personal
way. For example, one comment they were assessing was “Apnader
moto nari sangbadikra eder theke shikkha niye hijab pore porda kore
sangabdikota kora uchit” (For female journalists like you should
learn from them and wear hijab and do journalism - Translated by
the authors). One of our participants who assigned level 3 violence
(Oppression) according to their agreed framework for this comment
said,

“It is my right what dress I would wear or not. Who are
they to say that?” [A2]

We highlight the use of “I” in this context because the comment
was directed at a female journalist whom the annotators did not
personally know. However, the annotator perceived this as a threat
to herself, drawing from her own subjective experience as a Muslim
woman. Additionally, the annotators mentioned that encounter-
ing hate speech targeting their religions adversely affected their
emotional and mental well-being during the annotation process.
Although the dataset was presented to them without context to
minimize bias, the annotators could often deduce the incidents to
which the comments referred, especially when those incidents had
received significant media coverage. For instance, one participant

shared their experience while evaluating a comment expressing
hatred toward Hindu communities,

“We knew that it was an incident related to finding a
Quran in a Pujamandap (Hindu worship place). From
the comments I realized how these people think about us
(Hindus). These opinions are nothing that didn’t exist,
I just had direct encounters with these. I felt horrible.”
[A1]

However, our participants said that they tried to avoid their
“personal biases” during their work and aimed to analyze the texts
or comments impartially. This was also reflected in their combined
dataset. We found that some texts which were supposed to be
offensive for the Hindu community were identified as more violent
by the Muslim annotators, possibly with mindsets inclined to over-
compensation.

The annotators informed us that they did not disclose their opin-
ions and decisions to each other when they were doing this labeling
work so that they would not be influenced by others’ opinions.
When they needed some clarifications they only reached out to L1
and L2. However, when they independently labeled the intensity of
hate speech from 0 to 4, we have found at least one disagreement
occurred in 1200+ cases, and many of them had highly contrasting
opinions (for example, one annotator assigned 1 and another as-
signed 4). In these cases, L1 and L2 took the decision based on the
majority consensus to produce a “reliable” dataset as they wanted.
We also wanted to know how much flexibility the annotators en-
joyed while they were working on the dataset. They informed us
that they felt they had received adequate time (10 to 12 days) to
complete the entire project. They had exams amidst the project
and at that time they requested L1 and L2 for more time and they
accommodated and adjusted the deadline accordingly. Here, we
note how the annotators used their interpersonal relations and com-
munications to negotiate their workload and reduce pressure that
could presumably affect their work. From what our participants
described during our FGD, we realized that the annotation experi-
ences were like subjective journeys for them, both individually and
as a team. However, they were reluctant to admit this; instead, they
repeatedly emphasized that their goal was to produce a dataset that
would be as “objective” as possible.

Summary of the findings: We depict data annotation as a
complex and value-laden process that involves human decision-
making at various stages of the work cycle. Although each of the
three aspects we have examined is important in its own right, they
are interconnected. Collectively, they contribute to the development
of a shared sense of meaning among the annotators, which is then
conveyed to the end-users of the specific ML/AI project. In this
context, we have demonstrated how ’faith’ is initially considered
in the data collection process but eventually loses its categorical
significance due to the overarching goals of objectivity, scientific
accuracy, and logistical inconvenience.

6 ADAPTING SENSITIVITY AROUND FAITHS,
RELIGIONS, AND SPIRITUALITY IN DATA
ANNOTATION

Our findings illustrate critical insights around FRS sensitivity, in-
clusion and exclusion of related skills and expertise, and tensions
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among subjective positionalities within a forced target of objec-
tivity in datawork by the annotators. It captures a wide variety of
ways through which the annotators developed a collective sense of
meaning-making while categorizing violent posts and how their
personal and shared expertise, sentiments, and ethics influenced
their work. The nuanced description of data annotation work in
relation to FRS-sensitivity presented here challenges the popularly
believed assumption that these processes are value-neutral. Addi-
tionally, these findings help to reveal how FRS are marginalized as
separate categories in data annotation processes within an academic
research context. This marginalization primarily occurs through an
infrastructural politics of ill-fitting knowledge practices and drives
for objectivity and scientism. In this section, we offer critical reflec-
tions and recommendations for the AI and data ethics community
to include FRS where relevant in data-centric works.

First, we build upon existing literature on data works in the
Global South [66, 67] by highlighting the epistemic tension that
arises from marginalizing FRS as distinct categories in data annota-
tion. In the context of the “violence” dataset, this tension emerged
when FRS were initially considered an explicit category for data
collection, only to be later replaced by proxy categories adapted
from Galtung’s work [25]. We underscore that this replacement was
not deliberate but enforced by unspoken power dynamics shaped
by academic norms of standardization and objectivity. The impli-
cations of this were multifaceted. It deprived annotators of the
opportunity to employ FRS as a lens for evaluating the dataset.
Indeed, FRS are inevitably intertwined with issues of violence in
South Asian countries [17], a context that is familiar to the annota-
tors as well. This omission of FRS led to ambiguity and confusion,
particularly when annotators were assessing posts with FRS senti-
ments. Our analysis showed that YouTube comments containing
FRS-related words and phrases were a significant source of annota-
tor disagreement, underlining the need to consider FRS as separate
analytical categories in annotation works.

Second, our study demonstrates that the use of foreign and sec-
ular knowledge practices in South Asian data work increases the
risk of contextual disconnection and potential context collapse.
To mitigate this risk, we recommend that the AI ethics commu-
nity adopt interdisciplinary practices in data work and promote
citational justice [41]. To contextualize South Asian research on
violence-related data, we recommend engagement with the rich ex-
isting literature on violence in the region. This literature addresses
the multifaceted aspects of South Asian violence, ranging from the
strong influence of FRS to a troubling history of colonialism [15–
17, 54]. A survey of this literature could benefit AI ethics research
by characterizing violence in South Asia and inspiring further data-
centric research. This aligns with the recent decolonial movement
in knowledge production [72], wherein the Global South is con-
tributing through innovative methods, theories, and concepts in
data-centric research [61].

Finally, we want to clarify that advocating for FRS as distinct
analytical categories does not inherently conflict with other cate-
gories valuing scientism and objectivity. Instead, we recommend
the inclusion of FRS alongside these “modern” categories, aiming
for a transition from a universalist framework to a more inclusive
pluralistic one in annotation infrastructures. Given that our find-
ings establish both how and why FRS are marginalized, we call for

further research to explore mechanisms for integrating FRS into
data works. Such integrations will likely lead to ethical tensions,
necessitating interdisciplinary approaches that engage with contex-
tual ethics to reconcile conflicts between FRS and other categories
in data-centric research.

Taken together, we argue that recognizing and incorporating lo-
cal and indigenous FRS values in data work should be an important
design consideration, which eventually can help ensure that the re-
sulting data-driven systems are more relevant and responsive to the
needs, preferences, and cultural contexts of the targeted stakehold-
ers. Thus, our contributions advance HCI scholarship around value
sensitive design [23, 24, 56], providing a deeper understanding of
the implications of FRS values in data annotation and suggesting
how such practices can be more closely aligned with local values,
particularly those from marginalized or underrepresented groups
in the Global South [45, 52, 64], which may differ from those that
are modern, scientific, and Western-centric.

7 CONCLUSION
The goal of this paper is to explore the infrastructural politics
that marginalize FRS in annotation work within a dataset focused
on South Asian violence. Drawing from our desk research, focus
group interviews, and contextual inquiries, we discuss how FRS are
marginalized through politics of inclusion, which are dominantly
shaped by modern, secular, and objective knowledge practices. We
illustrate how non-contextual, yet normatively influential, Western
knowledge practices control data work in a South Asian context.
We also discuss how resource limitations and a lack of regard for
FRS-based expertise lead to FRS blindness in annotation work. Fi-
nally, we critically reflect on these findings and recommend a move
toward including FRS in data-centric research, thereby initiating
a shift toward decolonized and pluralistic data-centric research
within AI ethics.

Although we focus on research practices within academic set-
tings in this study, the insights may also provide valuable insights
for industry practices. We speculate that industry-academic part-
nerships can help ensure that data collection and annotation in-
structions accommodate local contexts, with FRS being one such
aspect. Given the emergence of an independent data annotation
industry in the Global South [81], we suggest a detailed scrutiny
of the recruitment of data workers, the data types they annotate,
and their impacts on industry projects. While offering detailed
guidelines for integrating FRS considerations would be valuable,
the scale and scope of our current study do not fully encompass
such comprehensive advice. In our future work, we plan to build
upon the critiques presented in this paper and aim to develop policy
and design recommendations.
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