Regulating Explainability in Machine Learning Applications – Observations from a Policy Design Experiment
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ABSTRACT
With the rise of artificial intelligence (AI), concerns about AI applications causing unforeseen harms to safety, privacy, security, and fairness are intensifying. While attempts to create regulations are underway, with initiatives such as the EU AI Act and the 2023 White House executive order, skepticism abounds as to the efficacy of such regulations. This paper explores an interdisciplinary approach to designing policy for the explainability of AI applications, as the widely discussed “right to explanation” associated with the EU General Data Protection Regulation is ambiguous. To develop practical guidance for explainability, we conducted an experimental study that involved continuous collaboration among a team of researchers with AI and policy backgrounds over the course of ten weeks. The objective was to determine whether, through interdisciplinary effort, we can reach consensus on a policy for explainability in AI—one that is clearer, and more actionable and enforceable than current guidelines. We share nine observations, derived from an iterative policy design process, which included drafting the policy, attempting to comply with it (or circumvent it), and collectively evaluating its effectiveness on a weekly basis. Key observations include: iterative and continuous feedback was useful to improve policy drafts over time, discussing evidence of compliance was necessary during policy design, and human-subject studies were found to be an important form of evidence. We conclude with a note of optimism, arguing that meaningful policies can be achieved within a moderate time frame and with limited experience in policy design, as demonstrated by our student researchers on the team. This holds promising implications for policymakers, signaling that practical and effective regulation for AI applications is attainable.

CCS CONCEPTS
• Software and its engineering → Collaboration in software development; • Computing methodologies → Machine learning; • Applied computing → Law.

ACM Reference Format:

1 INTRODUCTION
In the era of artificial intelligence (AI), there have been concerns about the unintended behavior of AI applications which may lead to serious threats to safety, privacy, security, and fairness [21, 28, 45, 55, 65, 96] (e.g., unfair recidivism risk assessment [81], gender biases in recruiting tools [19], and fatal crashes caused by autonomous vehicles [88]). As a result, there have been many calls for better regulation. There have been recent steps toward AI regulation, such as the European Union (EU) AI Act [79], a White House executive order [27], and an action plan by the U.S. Food and Drug Administration (FDA) to govern AI as a medical device [34]. However, such initiatives have been received with cynicism and pessimism as people remain unconvinced about the effectiveness of governmental regulations [12, 15, 53], along with worries about regulatory capture [14, 26, 41, 77, 99]. In parallel, many companies are developing in-house teams and policies to guide responsible development of AI applications [36, 39, 62, 68]. However, policy development (whether by governments or in-house groups) is difficult, exposing a conflict between developers who build the AI and those trying to make rules for it. It can be difficult to capture intentions in a policy that is precise enough to be understandable and actionable to developers without stifling innovation or leaving loopholes that allow evasion of policy goals. While we see a rising interest in creating policies and more individuals from government or industry trying to write them (often under time pressure, such as 180 days given to various
agencies by the White House executive order [27]), there is little guidance on how to do so effectively.

Recognizing the difficulty of writing an effective policy for machine learning (ML), there are many calls for interdisciplinary collaboration in policy design, urging policy and technology experts to work together to formulate effective policy [15, 66, 87, 92]. With AI, in particular, the concern is that without consideration of technical feasibility, policies will be unrealistic and ineffective [38, 53, 102]. For example, early policy proposals to regulate large language models included a prohibition on illegal speech, which is likely impossible to enforce due to the ML nature and the contextual nature of the many forms of illegal speech [98]. Conversely, developer-written policies tend to be technocratic and focus narrowly on issues measurable with current techniques, potentially missing larger societal concerns [9, 10, 37, 67]. While interdisciplinary collaboration in policy design is an obvious necessity, there is little guidance on how to approach it and few published examples or experience reports from which to learn. In this paper, we report on an attempt to collaboratively design a policy for transparency of AI applications and share our experience and observations.

We conducted a 10-week experiment in collaborative policy design, pairing an undergraduate student with a sociology and policy background with an undergraduate with a computer science and machine-learning background to iteratively develop and refine a policy for explainability (or transparency), including considerations for what evidence could show compliance with the policy. Each undergraduate student was guided by a faculty member and doctoral student in their respective fields. We selected explainability as a policy goal that has been difficult to capture, drawing from the frequently discussed “right to explanation” associated with the EU General Data Protection Regulation (“processing should be subject to suitable safeguards, which should include […] the right to […] obtain an explanation of the decision reached after such assessment and to challenge the decision”) [23, 100]. This statement is generic, providing little practical guidance to developers as to what evidence would demonstrate compliance [38, 46, 54, 74, 95]. The explanation requirements in pre-AI legislation, such as the US Fair Credit Act, lay out some basics but can be rudimentary and limited for consumers [17, 59]. Explainability and transparency are extensively discussed in academic literature, e.g., [16, 24, 58, 71, 73, 76, 80, 84], but it is often unclear what to explain for whom, why, and how – which makes it challenging to provide policy guidance. Our question was whether we could do better with a discussion informed both by sociological expertise and technical AI expertise – whether it would even be possible for experts in the two fields to work together and develop a common understanding and write a policy that is clear, actionable, and enforceable.

We approached this experiment on writing a policy for explainability with an open mind. We were not sure whether it would be possible to write any meaningful policy and to bridge the interdisciplinary gap. We intended to observe challenges in policy design and interdisciplinary collaboration in a practical case over an extended period of time with opportunities for learning, iteration, and experimentation. While the teams did have many misunderstandings, and produced many poor policies and poor explanations, they improved over time and yielded some key insights. First, we found that the collaborative design of policies for regulating the explainability of AI applications is feasible within a short time frame of about two months. Second, we observed how interdisciplinary collaboration can foster mutual learning and drive policies to be more ambitious, actionable, and enforceable. Policies (and the explanations and evidence to address them) changed significantly over multiple iterations balancing the needs of AI developers and the protection of individuals and society. In this paper, we contribute our observations and recommendations derived from the experiment, which we hope will be helpful for educators and for policymakers, whether in governmental agencies, or in non-profit or for-profit companies.

2 BACKGROUND AND RELATED WORK

Machine learning (ML) is an approach to learning algorithms (called models) from data [70]. Where traditionally developers would manually implement algorithms and decisions in those algorithms, usually in a way that can be understood, specified, and inspected, ML identifies rules and decision-making procedures in models from data at a level of complexity that becomes entirely inscrutable to humans, especially with deep learning and large language models. This learning of inscrutable algorithms rather than deliberating over explicit decision rules leads to challenges in evaluating ML applications and establishing accountability when models fail or behave unexpectedly [1, 18, 50, 75, 85]. When machine-learned models are then integrated into applications, which we refer to as AI applications in this paper, humans may be exposed to automated decisions made by inscrutable algorithms, sometimes even without knowing that ML was used [16, 25, 81].

Explainability in machine learning. There is a growing recognition of the need for mechanisms to enhance the transparency and explainability of AI models. Transparency usually broadly refers to making visible to end users and other stakeholders that an AI model is used in a system – and possibly providing information about how it works, what data it uses, what data it was trained on, or how it made specific decisions. This might include providing a model card [69] describing the purpose of the model, the training data, and evaluation results by sub-demographics. Explainability and interpretability usually refer to specific tools that extract insights from otherwise inscrutable models [71], for example, asking what features the model mostly relies on or what features were influential for a given prediction. Explainability tools are currently primarily used by experts for debugging [9, 42], but there is also extensive research about how to make explanations useful to non-experts under the label of human-centered explainable AI [80], for example, to improve human-AI collaboration, improve usability, and establish trust. System developers can decide to provide transparency about individual decisions by trying to derive explanations for those decisions from the model.

When designing policy for transparency or explainability, it is important to understand what kind of explanations are possible and what their limitations are. The most common explainability approaches for AI models are either global or local: Global explanations aim to explain the overall behavior of a model (e.g., what inputs are generally important for deciding whether to approve a loan), and common techniques include partial dependence plots.
and feature importance [71]. In contrast, local explanations provide information about how the model arrived at a specific decision for a given input (e.g., whether to approve a specific loan request). Currently, the most common local explanation technique is SHAP (SHapley Additive exPlanations) [9, 60, 71], unveiling influential features toward and against specific outcomes.

Whether and how to use explanations to achieve transparency or a right to explanation is subject to debate. Explanations are necessarily incomplete, there may be multiple explanations for the same behavior, and explanations may not even be correct, assuming we can even define correctness [71, 81]. End users often ask for descriptions of the data used by the system and fear that they would not understand more specific explanations [61]. Research has shown that study participants often misinterpret or place too much trust in explanations [24, 90, 97], raising concerns that explanations could be used to manipulate users.

**Software regulation.** The ongoing debates about transparency and explainability must be situated within realities of the software engineering field, which has historically operated with relatively less regulatory oversight compared to other engineering disciplines such as civil, electrical, or mechanical engineering. Despite substantial potential for harm and past disasters, there is little software-specific regulation. Software (with and without ML) can usually be released and sold without premarket approval and without demonstrating adherence to quality assurance, safety, or security standards, and software companies have long been largely successful in avoiding liability with license agreements. Software-specific regulation is traditionally limited to a few critical domains, such as aviation and medical devices. Recently, regulation has emerged for privacy and data protection. Al-specific regulation is only now being discussed.

Existing software-specific regulations and certification schemes have often had a bad reputation. For example, the Common Criteria standard for security certification is criticized as being complex, rigid, outdated, costly, focusing on documentation over testing, and being inflexible toward new forms of evidence such as formal verification [31]. Such approaches can be perceived as ineffective checkbox compliance [40, 94]. The aviation safety standard DO178C leads to long development cycles and certification times that may be incompatible with the expectations of developers in many other fields, which can make it hard to attract employees in regulated domains [31]. Proposed solutions such as involving third-party auditors can also have the side effect of creating perverse incentives and a race to the bottom [2, 40, 94]. Existing regulations differ widely in formality, processes, and forms of evidence expected to demonstrate compliance [31]. While existing standards are often criticized and improvements are suggested, e.g., [48, 51, 57, 63, 82, 94], there is little guidance on how to design better policy more broadly.

**Designing policy.** Models of policy development identify five stages: (1) issue or problem identification (i.e., agenda-setting), (2) policy formulation, (3) policy adoption, (4) policy implementation, and (5) policy evaluation [44]. It is often described as a cyclical process, whereby evaluation can inform revisions in policy formulation or implementation [29]. In practice, policy development rarely proceeds in a linear, sequential fashion; the stages bleed into one another or occur in parallel. In addition, new policy interacts with and often builds on pre-existing policies and regulatory guidance [101]. In addition, designing policy is often reactive, shaped, or accelerated by high-profile problems.

Past regulatory efforts typically shape the options available in the present, as public policy evolves incrementally in a path-dependent fashion [78]. While policy, in its broadest form, refers to efforts to shape conduct made by any political actor, including companies and professional societies, regulation is a strong form of policy in which violations may be punished by the government under the law. Regulation provides a form of societal infrastructure for coordinating social welfare and establishing standards for practice. It has often been construed as burdensome, slowing down innovation and adding to development costs [86]. The pace of technological innovation tends to exceed that of regulatory capacity.

The pace of innovation in machine learning is no exception and may be of a different scale altogether. As calls for the regulation of Al have grown, there is a wide-ranging, public debate about what threats Al poses, to whom, and on what time scale. Big Tech companies have actively worked to stave off U.S. legislation in favor of setting industry standards [43]. More recently, Big Tech companies have argued for legislation that would curb the “existential risks” and harms posed by potential future models, while others have called for regulation to address the harms that present models pose [6, 7, 49]. Big Tech’s call for regulation now may raise the barriers to entry for newcomer competitors in AI who lack equivalent extensive resources [Citation error]. The close involvement of Big Tech in lobbying for specific regulations raises fears of regulatory capture [26, 41, 77, 99].

Regulatory capture is the redirection of the regulatory attention away from the public interest by private industries to serve their own interests [64, 87]. While standalone legislation regulating AI remains nascent and piecemeal [32], federal agencies have issued rules and guidance for compliance with those rules that touch on Al applications. These guidelines lay out criteria for identifying compliance with, for instance, statutes around privacy in the EU General Data Protection Regulation (GDPR) [93] or the California Consumer Privacy Act (CCPA) [5]. For the regulations that do exist, policy implementation and evaluation remain works in progress. Especially when state guidance is unclear or weak, company-level policies and self-regulation by industry are other important spaces for substantive policymaking, as organizations develop their own rules in the name of efficiency [22]. Our research helps inform guidance around the provision of explanations for automated systems, a relatively neglected policy domain.

Explainability in the case of ML applications is complex. Users and stakeholders may want to know what is included in the logic of the underlying model, imagining an ingredient list akin to the active agents in a pharmaceutical drug. Furthermore, explainability may conflict with other criteria and goals in designing accountable software systems, including accuracy, transparency, fairness, and responsibility and accountability [20, 32]. In an effort to anticipate concerns, there have been calls for the inclusion of ethicists to join software development teams, following the examples of NIH-instituted efforts to embed ethical, legal, and social issues research into genetics and genomics research [66].

Taking these integrated frameworks as a starting point, we paired sociologists with computer scientists to propose, test, and modify.
policy language for explanations. While policymakers are wary that collaboration between regulatory bodies and private industries could lead to regulatory capture, as discussed, cooperation between regulators and private industry could improve the regulatory landscape, especially in the absence of any legislation or guidance [4]. It remains an open question whether and how these experts can work together to create actionable policies with clear requirements.

3 COLLABORATIVE AND ITERATIVE POLICY DESIGN

We conducted an exploratory study to iteratively and collaboratively design policy for explainable ML applications. This section describes our intentions underlying the study design, while providing an overview of the process.

3.1 Study Design

Policy design for AI applications is a complex task. Policies must simultaneously regulate the broad spectrum of AI algorithms and possible applications, effectively meet a policy goal such as protecting human agency and dignity when facing automated decisions, provide actionable guidance to model developers, set enforceable expectations for evidence to demonstrate compliance, and guard against blatantly wrong and manipulative explanations. Given the open-ended nature of the policy design process and a relative lack of guidance in this specific area, we chose to approach the task through an exploratory lens. Our approach relies on drawing insights from research in diverse disciplines and tapping into the expertise of machine learning, software engineering, social science, regulatory policy, and medical science from an interdisciplinary research team.

Why explainability? We focus on explainability as a particularly challenging property for which regulation is frequently discussed and demanded, often as part of broader transparency goals. Although there are thousands of papers on explainability techniques and human-centered explainable AI [56, 80, 97], the concept is difficult to capture and there is little work to set clear expectations, guide developers, or evaluate when an explanation is good enough. Where concepts of privacy and fairness have become clearer in recent years, explainability remains nebulous. Creating a policy for explainability can be seen as a critical case in case-study research logic [33] – if we can make progress on this challenging property, we can hope our findings to be transferred to policy development for other qualities as well.

Initial research framing. Our experiment was exploratory. Our goal was to observe barriers and explore design strategies, such as adversarial design, in which a developer would try to design an intentionally poor explanation that would meet the given policy. Building on our background in AI and explainability, we began with the goal of learning from failures as well as successes.

We started to explore the space with a series of open-ended questions and adjusted the policy design approach according to the findings from each week. Our initial questions included “How to write a policy to usefully guide explanations for AI applications?”, “What are the consequences of different policy language on explanations?”, “How should model developers provide evidence to assure compliance with a policy?”, “How can policies avoid loopholes and overly restricting what kind of model and explanations can be used”? We also had questions about the collaboration between the technical expert and policy-maker such as “How easy or hard is it for the AI expert and policy-maker to interact for the policy design?” and “To what extent can they understand each other’s concerns?”. We expected many discussions about the format and wording of policies, including length and concreteness.

Figure 1: Iterative and Collaborative Policy Design Process

The team. For this experiment, we intentionally assembled an interdisciplinary team across two universities. The policy design was performed by two rising senior undergraduate students participating in a 10-week full-time summer research program, one pursuing a sociology degree with prior coursework on health policy and organizations and one pursuing a computer science degree with prior coursework on machine learning. We will refer to them as Policy Lead and Engineering Lead respectively. Each of these students was advised by a Ph.D. student and faculty member, with expertise in sociology (science and technology studies, medical sociology, and race/ethnicity) and computer science (software engineering and machine learning) respectively. With team composition from both the social science and AI sides, we sought to achieve a balanced policy that addressed regulatory priorities, but was also responsive to technical realities and innovation. We also consulted with legal scholars to inform our work.

Policy design process. The project started with conducting background research in the first week, followed by seven weeks of engaging in an iterative process of policy drafting and response, consistent with the open-ended approach advocated by scholars like Junginger [47]. Each week the Policy Lead formulated a policy for regulating the explainability of AI applications and the Engineering Lead responded by providing explanations and evidence of compliance based on case studies from the healthcare and financial sectors, such as an AI application used for breast cancer detection...
from ultrasound images and credit risk scoring for lenders based on historical financial data. Similar to action research [83, 91], each week, we conducted four stages of planning, acting, observing, and reflecting (cf. Fig. 1):

**Plan:** Each weekly iteration started with planning, wherein the Policy Lead reviewed social science literature on regulation, and the Engineering Lead reviewed explainability techniques, as well as literature on human studies with AI applications to find the types of explanations that end users care about to inform her policy compliance. This plan was usually influenced by reflections from the previous week.

**Act:** The Policy Lead drafted a new policy and shared it with the Engineering Lead, who then attempted to adhere to the policy by providing explanations and evidence for one or more AI models or applications. The Engineering Lead often attempted to also design an adversarial example of an obviously bad model or explanation that met the policy to demonstrate the loopholes in the policy.

**Observe:** The Policy Lead and Engineering Lead discussed the policy and response with each other and the research team to observe what worked and what did not. They together evaluated compliance based on the explanations and supporting evidence, discussing whether the response satisfied policy requirements and intentions behind the policy.

**Reflect:** Finally, the whole research team reflected on the policy elements and the response, discussing how successful they were and ideas to try next to address shortcomings. The reflection was grounded in the field notes maintained by the leads. The Policy Lead and the Engineering Lead took that feedback into the planning phase of the next iteration.

The goal behind this four-step iterative process was to gradually enhance and refine the policy based on trial and error and constant mutual engagement and discussion. Simultaneously, the collaborative approach enabled us to formulate policy statements that satisfied the interests of both sides and to push back against unclear or misguided requirements.

During this collaborative effort and the iterations, the policy and engineering teams recorded their progress and reflections weekly in field notes and journals. At the end of the experiment, we analyzed these notes, identifying common themes through open coding. To further understand the patterns we uncovered, we conducted a card-sorting exercise, which involved categorizing themes from both the policy and engineering perspectives.

### 3.2 Policy Inspirations and AI Case Studies

The policy proposals were inspired by several regulatory frameworks. We began with analogies and examples from regulation and guidance in the medical domain, where our team had prior expertise. In particular, we drew on guidelines from the Food and Drug Administration (FDA). In modeling the policy proposal on the FDA’s existing policy, the Policy Lead sought to draw on both substantive and stylistic elements of the regulatory body’s existing guidelines, notably designing a policy that stipulated regulations which applied during the development phase of software and post-market use, including the performance of audits on software. In subsequent iterations, the Policy Lead also drew on existing guidelines from the financial and consumer protection spheres, including credit scores [52]. We also consulted proposed legislation, such as the European Union’s AI Act (which was available as a draft when the study was conducted) and the U.S. White House’s Blueprint for an AI Bill of Rights [11] in addition to records of congressional hearings about credit scores and insurance from the Federal Register. We focused especially on policy and guidance that governed the provision of information about products to regulators and the public. With this broad survey of policy, our goal was to identify concerns of policymakers that might span domains and endure features of interest across multiple use cases. While we identified and in some cases replicated language from existing policies, we also borrowed from different frameworks, imagining who the regulators would be and at what stage in the lifecycle of an AI application they would be reviewing it. In the weekly reflection phase, we returned to policy to reset our assumptions.

For policy compliance, we focused on product use cases from high-risk domains where mistakes made by AI can trigger significant harm, necessitating regulation, such as existing medical and financial AI applications. We based our technical responses (i.e., concrete explanations and evidence) on publicly available datasets and models. We selected the following cases for our generation of compliance responses: prediction of sepsis or heart disease based on patients’ medical history, detection of Alzheimer’s disease using MRI data, detection of breast cancer using Ultrasound Images, and prediction of loan defaults based on prior financial history. We mostly used tabular dataset-oriented machine learning models for generating the explanations but also used image data in one iteration to make sure the policy was usable for models that use other forms of data. We used various ML models, such as random forests, xgboost, and neural networks, that were not intrinsically interpretable. For generating explanations, we relied on literature [71] and used well-known explainability methods that include SHAP, PDP, feature importance, and result descriptions of model cards. Fig. 3 provides two examples of our explanation responses for medical and finance case studies.

### 3.3 Weekly Progression

Based on the observations and reflections from the previous weeks, the focus of the policy gradually shifted over the course of seven weeks (as depicted in Fig. 2). Early policy drafts (e.g., Table 1) primarily focused on fairness and transparency about the data used. However, through collaboration and reflection, the policy underwent adjustments and evolved to incorporate more clearly-defined explainability requirements, such as the need for end-user explanations. We did not arrive at any single explainability policy like a “right to explanation,” but we arrived at several reasonable policy drafts for different contexts and purposes (e.g., Table 2). Appendices A and B contain the policy drafts and the compliance responses from each week [72].

### 3.4 Limitations

We intentionally designed the experiment for extended engagement, prioritizing depth in a controlled setting over broad generalizability with our study design. This design choice has inherent limitations. Readers must be careful generalizing the results beyond the specific experiment. The idiosyncrasies of our participants’ background
Policy draft 1 (week 1): Medical AI Transparency and Sensitive Information Disclosure

To ensure transparency and regulatability of AI applications in healthcare, developers must, when data from a protected characteristic (race/color, sex, age, disability, religion, veteran status, or genetic information) is used:

1. Disclose the development of an artificial intelligence application [...] to the proper regulatory authorities no later than 30 days prior to its implementation.

2. Within that disclosure, include: (A) An exhaustive list of protected characteristics which the tool engages with, incorporates, or utilizes in its function as well as this data’s source and collection process. (B) A detailed explanation of how such protected characteristic data is used in the tool’s decision-making process, input, or output. (C) An explanation for the purpose of using such protected characteristic data within the development or deployment process.

Policy draft 2 (week 1): AI Consumer Explanation Requirement for Medical Applications

For any application of AI [... that could reasonably be expected to be used in a healthcare setting, developers must:

1. Provide tailored statements which disclose, in plain language, the presence and general functional nature of an AI tool. (A) For medical professionals who will use or interact with the tool in the process of diagnosis, treatment, management, or other provision of health services. (B) For patients/recipient of those health services in which the tool played a direct (e.g. decision-making) or indirect (output for use by health professionals) role in provision.

2. If the tool can be reasonably expected to be used by a healthcare provider as a tool in the provision of healthcare: (A) Display alongside any output or affected process an explanation in plain language of the step-by-step decision-making process of the tool. (B) Indicate the confidence of the output of the tool for each individual instance of use, if possible.

Policy Setting: Congressional hearing, subpoenaed designers

Policy Goal: Make designers provide specific, transparent proof that they’ve built their tool with end-user and implicated user explanation in mind. Regulators value the dignity and agency of end-users and implicated users.

Requirements:

1. Provide a guide for end-users on how to best interpret and use the tool. It must include at least one concrete example of a best-use scenario.

2. Provide a guide on implicated user explanation. This guide would be given to end-users who receive or are expected to act on a decision produced by the tool in a way which implicates another person or group in a significant way (e.g. would cause a third party harm or benefit them). The guide should be clear and provide explanations to final implicated actors, how the company has ensured that the end-user or organization will provide such information to implicated actors (and what it includes); or how the company will provide explanations to implicated actors.

Table 1: The two first policy drafts and some internal critique about them being vague and shallow

Table 2: Policy draft (slightly edited for presentation) from week seven and some notes highlighting improvements over prior drafts

and the study duration may have led to observations that might differ from policy design in a real-world setting. Our work sampled public datasets and models and was not integrated into final products for end-users. Observed policy and collaboration challenges might differ for other critical attributes such as fairness, safety, and security and different team compositions. Our observations should be interpreted as observations on this specific experiment. They may be considered as hypotheses requiring validation in future studies.

4 FINDINGS

We present the following observations from this policy design activity for AI explainability:

Policy critique (excerpt) Both drafts address different audiences, but do not make the policy goal/purpose explicit.

Purpose of pre-registration before development (Draft 1, §1) is unclear.

Draft 1 almost exclusively focuses on protected attributes.

Requirements about disclosing data use (Draft 1, §2.B) are vague.

Vague requirements for global explanations and “step-by-step” individual explanations (Draft 2, §2.A). It is unclear what kind of explanations would comply and whether they need to be effective for some purpose.

Both drafts are restricted to textual explanations, without further guidance.

Draft 2’s “confidence” requirements (§2.A) seem naïve and unclear.
Observation 1: Over the course of seven weeks of iterations, it was possible to draft policies that addressed the concerns of involved parties and identify explanations to comply with them and evidence to demonstrate compliance. While we initially doubted whether it would even be possible for people of different backgrounds, mindsets, and priorities to effectively communicate with each other, and reach a consensus by fulfilling requirements from both sides, we were able to achieve agreement on policy drafts, compliance explanations, and evidence to satisfy all involved parties. We found ways to state requirements for explainability, operationalize them in a meaningful way for evidentiary support, and build a shared understanding, as we discuss in later observations. While we established a framework of mutual understanding and a process that led to improvements in policies over time, we did not arrive at a singular policy that we would widely recommend. Still, we identified several later drafts where we agreed on many policy elements, e.g., the policy from week 7 (cf. Table 2) incorporates many insights from previous weeks about asking concrete questions and explicitly identifying all desired audiences for explanations, while still exploring a new direction.

While we started this process with a mindset that viewed failure as a valuable learning experience, we were encouraged that, with support, undergraduate team leads were able to construct meaningful policy drafts for explanations and necessary evidence (such as explainability plots for model decisions, data and model documentations, and user studies to show effectiveness) within the span of seven weeks. Our findings are consistent with research on policy that considers policymaking as a design activity [47]. This experience underscores the potential of collaboration and iterative design in achieving practical results in AI policy within a condensed time frame.

4.1 Observations on Collaboration

Observation 2: Initial policy drafts were naive and influenced by prior knowledge. The language and aims of the policy drafts changed significantly over the weeks (as demonstrated in Table 1 and Table 2). Initially, it was difficult for the Policy Lead to start from scratch, and he started with examples from healthcare, which he was familiar with from prior coursework. Policies in weeks 1 and 2 specified that developers provide "tailored statements which disclose, in plain language, the presence and general functional nature of an AI application" for healthcare providers and patients. Beyond stating that an AI model was in use and naming the model (which violated the plain language requirement), the engineering team did not know what else to include in their explanation. When mentors encouraged a different approach, the Policy Lead consulted the FDA and the U.S. Department of Health and Human Services guidance on information provided about prescription drugs, and gave additional guidelines about the length and permitted content of the explanation. Mentors then suggested looking to the domain of finance, pointing to the Fair Credit Act. Switching domains helped the Policy Lead to generalize what an explanation could look like beyond the medical case.

By drawing on existing precedents instead of inventing from scratch, the Policy Lead reproduced—inadvertently—what often happens in the design of new policy. More knowledge and zooming out to a bigger picture helped him reset. After 3 to 4 weeks, we started to receive policy drafts that met everyone’s expectations and fostered more productive discussions on the purpose of explainability and end-user explanations. We could then meaningfully explore alternatives and variants in policy settings and necessary evidentiary support. Both teams were more satisfied with their output over time. While we do not produce a final policy in this
paper, the policy drafts developed in weeks 5 to 7 can serve as solid foundations, given a concrete regulatory scenario.

**Observation 3: Collaboration between the Policy Lead and Engineering Lead facilitated learning and improvement. Iterative and continuous feedback corrected unclear, unrealistic, unambitious, overly generic, and too restrictive policy drafts.** The initial stages of the process were challenging, marked by misunderstandings on both sides and unrealistic assumptions. Two cross-disciplinary meetings each week enabled an effective knowledge transfer to overcome these limitations. During the first meeting, the Policy Lead would introduce the policy to the engineering team, who would review it and pose any clarification questions. The teams discussed the technical feasibility of the policy, and the Policy Lead revised the language of the policy based on their feedback. Afterward, to meet the requirements of the revised policy, the engineering team implemented example applications and crafted the compliance document. The Engineering Lead presented her compliance document and evidence in a second meeting with the entire team, inviting feedback to adjust expectations in preparation for the upcoming iteration. In this meeting, the engineering team also suggested opportunities to expand or adjust the policy, based on technical opportunities and discussions in technical literature, to go beyond what the policy text required. This iterative and continuous feedback also worked as a control mechanism to guard against overly generic vs too restrictive policy requirements. Overly generic policy requirements could lead to misinterpretations and loopholes, while overly restrictive requirements could limit certain AI algorithms and future innovations. The teams overshot in both directions before they found a balance.

Following is an example of adjusting unclear, overly generic, and too restrictive policy requirements. After the first policy used the generic term “confidence” (see Table 1, Draft 2, §2.B) which led to plenty of discussion on the engineering side, the Policy Lead learned about “confidence scores” from the Engineering Team. However, missing context and nuance, the next week’s policy included a more technical but ambiguous requirement “Disclose the method that will be used for individual case confidence scoring and justify this method.” The engineering team asked for clarification: Does the confidence score in the policy refer to the model prediction’s confidence score, or the score derived from the explainability tool, the accuracy of the model, or something else entirely? What about methods that do not provide meaningful confidence scores? Do they need to be reliable or calibrated? This resulted in discussions and clarifications; subsequent policy iterations removed “confidence” and “confidence scores” and instead encouraged developers to adhere to “industry best practices” deferring to AI experts to decide the appropriate metric. However, this, too, presented problems for the engineering team, as there is no universally agreed-upon definition or codified standard. Here, requiring confidence scores was too restrictive, but deferring to industry standards was overly generic. When the Policy Lead understood that these terms were problematic for this discipline, which was not obvious upfront, he decided to exclude them from the policy drafts, and the rest of the team agreed.

**Observation 4: It was difficult for the policy team to break from dominant, publicly-circulating narratives about AI harms and anticipate new challenges.** Policymaking is often reactive in response to controversy or debate in the public arena. The Policy Lead was repeatedly asked by advisors to move beyond familiar hot-button concepts reported in media (and social science literature), such as accuracy, data provenance and demographics, and fairness [8, 13]. This also reflects the state of research and practice in HCI: there are more established documentation standards for fairness and data [3, 35, 69] than for explainability. This was reflected in policy drafts from weeks 2-4, which were largely focused on data disclosure, dominating a substantial portion of the content. Half of the policy from week 1 (Table 1, draft 1, §2) was dedicated to protected characteristics, and half of week 2’s policy was devoted to data disclosure requirements, followed by model type and confidence scores.

In response, the engineering team reused existing methods for data documentation and urged the policy team to include more guidance on end-user explanations. The Policy Lead struggled to be more specific, as it was less clear from public discourse what end-users need in an explanation. With additional feedback from advisors, the Policy Lead began to tackle the issue, leading to more concrete explainability questions starting in week 5: “How will you ensure that the end-users of this tool understand how the tool is making decisions in their particular case?” and “How do your design choices maximize the ability of the end-user (e.g. patient, physician) to understand and benefit from the tool?”

**Observation 5: To overcome misunderstanding, both teams had to reflect on their different worldviews and make their implicit assumptions explicit.** When the Policy Lead drafted a policy, he was also imagining a regulatory structure and process, such as the U.S. FDA, with a mission of safeguarding the public’s health. The policy team assumed that the engineering team’s explanations for doctors would not only be accurate but that they would also generally help safeguard and improve health. Since this was not written in the text of the policy, however, the engineering team’s early explanations and evidence sometimes missed this mark. For instance, the engineering team’s initial explanations for an AI application predicting heart disease likelihood identified immutable characteristics such as age and sex as key factors. In a subsequent explanation, the engineering team included a SHAP plot as part of their explanation for the heart disease likelihood prediction, which showed the relative contributions of factors like blood cholesterol level alongside age and sex (cf. Fig. 3). The policy team preferred this explanation because it gave patients (and doctors) potential insight into what they could change to improve their health. Knowing that the policy team liked this explanation, for this reason, gave the engineering team better insight into the kinds of evidence to provide if the policy asked for it. This revelation, which came from the engineering team including a SHAP plot as not-required piece of extra information, was more useful for surfacing the policy team’s implicit values than phrases like “transparency.”

On the other side, the engineering team initially assumed that their audience for explanations were regulators and those who engaged directly with the AI application firsthand, such as loan officers for an application predicting loan repayment. But the policy team pushed the engineering team to think about who else could be affected by the AI application and what they might need to know about how a prediction was made, such as telling banking customers why their loan was denied. Broadening the notion of who and what the explanation was for also broadened the kind of
evidence the engineering team could provide as part of their explanations, resulting in the recognition that human-subject studies would often be needed to provide evidence of the effectiveness of explanations. The weekly, cross-team discussions about the policies and explanations encouraged each team to reflect on their implicit assumptions. Since different kinds of evidence could be provided for the same policy text, making worldviews explicit smoothed miscommunications and paved the way for better explanations. The importance of this epistemological reframing is underemphasized in the literature on policy design.

Observation 6: Both teams could intuitively identify bad explanations, even when they did not agree on what a good explanation would be. Within the first week, the team demonstrated an intuitive understanding of what was a bad explanation. This was true even in the absence of a shared vocabulary and consensus about the elements of a good explanation. In early phases, we experimented with an adversarial approach (a form of “red teaming” [30]), where the Engineering Lead would intentionally create a bad model and explanation and argue how it met the policy. For example, she predicted sepsis likelihood using an unbalanced dataset, deliberately creating a model with biased predictions, and offering the following as part of its explanation: “Since sepsis rates are higher for older individuals, when making predictions, we trained our model to heavily consider someone’s age when over 50. If someone is younger than 50, it does not consider age to be an important factor.” The policy team could tell that something was wrong and asked questions that helped to reveal the model’s bias. Repeatedly, explanations that were evasive, misleading, meandering, abruptly short, or included multiple graphs or data visualizations garnered closer scrutiny from the policy team. We conjecture that regulators might be able to recognize problems with explanations even if they cannot always articulate how explanations should be, which was effective in the design process to improve the policy.

4.2 Observations on Explainability Policy Design

Observation 7: For policy design and compliance, it is necessary to identify a clear purpose as well as who the policy aims to protect. As recognized in the White House Blueprint for an AI Bill of Rights [11], there are several different potential purposes for explanations, such as empowering users to contest a decision, improving human-AI collaboration by giving a human decision maker more context, preventing bias, and providing due notice to accord end-users respect. Different information and explanations are needed for different purposes, and this would also result in different forms of evidence for developers to demonstrate policy compliance. For example, for human-AI collaboration, where the human needs to make decisions based on an AI prediction, the explanation may cover much more details such as the internal workings of the model, the data used in the model, what features contributed to the prediction, and whether the model was influenced by any protected attributes. Users may receive training to understand those explanations. By contrast, if the explanation seeks to show respect for the end-users, the explanation may simply acknowledge the models used and may disclose data protection efforts and fairness audits. Notably, based on the audience of the explanations, the purpose may also vary (as depicted in Fig. 4). Thus, it is important to define the purpose and audience of an explanation in advance and tailor the response to achieve that specific goal. This insight was reflected in later policy drafts that ensure that the target audience(s) and purpose(s) are clearly identified and that evidence is provided that the explanations meet each purpose for each relevant target audience (e.g., Table 2).

Observation 8: Discussing evidence is essential for policy design. Human-subject studies serve as valuable evidentiary support, alongside technical approaches (e.g., SHAP, accuracy). We realized that policy design cannot be separated from discussing technical evidence of compliance, which can productively drive the discussions of what to ask for and why. As a result, initially, we leaned toward evidence that was easily documented, such as data provenance, accuracy overall and sliced by protected attributes, and technical explanations provided by tools such as SHAP [60]. After several weeks, we experienced a breakthrough moment that fundamentally shifted our perspective on what constitutes evidence. During a key dialogue among the Policy Lead, Engineering Lead, and a mentor, it became clear that we needed a way to demonstrate that the end user actually understands the provided explanations.

“...but I felt like they didn’t get at the individual end-user. The [engineering advisor] suggested the question “How do you ensure the end-user doesn’t misunderstand the output of the model?,” and I loved it.”

– from the Policy Lead’s field notes from Week 6.

This led us to a crucial realization that technical approaches can provide information and visual aids, but may not ensure understanding. While the policy can attempt to specify a suitable reading level for the audience (e.g., Table 2, §1.A), assessing whether end users genuinely understand the explanations requires conducting human-subject studies.
Observation 9: Length and language requirements can be limiting. Though these requirements are easy to specify in policy, they are hard to comply with. Inspired by regulations governing prescription drug package inserts, and trying to stave off long, bad, or inscrutable explanations, a policy draft in week 3 included length and language requirements, asking that information be presented in a “concise, precise, and non-technical manner.” The engineering team struggled to figure out what was too technical. Doubling down in the next version of the policy, the Policy Lead specified that “Explanations should be no longer than 3 lines of 12-point serif type with single line spacing,” aiming to prevent long explanations designed to put off end users. However, the engineering team could not give what they felt was an adequate amount of information with this constraint. Length specifications were eliminated in later policy iterations because the Policy Lead felt they led to poorer explanations; they also precluded more visual approaches. Explanations after the restrictions were limited became longer but were also easier to understand. Policies about the form of explanations may seem appealing because they are clear, but we found them difficult to use effectively.

5 CONCLUSION AND RECOMMENDATIONS

Our experiment provides a hopeful view of the potential to develop a practical and actionable policy for AI explainability. While our investigation did reveal gaps between the perspectives of engineers and sociologists, it also provided evidence that they can be fruitfully bridged through effective communication and knowledge building. The continuous and iterative feedback throughout our policy design activity allowed both sides to overcome their misunderstandings by making visible their distinct worldviews. In ten weeks, the teams came to a shared recognition of what is wrong or bad, and ultimately, agreement on policy drafts that serve everyone’s interests.

This study identified key elements to consider when writing policy for explainability. It underscores the importance of setting a predefined purpose and intended audience for the explanations for AI applications. Further, it is necessary to integrate the discussion on what qualifies as satisfactory evidence for compliance of a policy into the policymaking discourse. In this context, we recognized the value of human subject studies as compelling evidence that complements the technical explainability approaches. Based on our study, we conclude with the following recommendations:

Recommendation 1: We recommend close interdisciplinary collaboration for an extended period of time for AI policy design over traditional shorter engagement formats such as workshops and requests for comments. We observed how policy development benefited from close interdisciplinary engagement but also that it took several weeks and many iterations to move beyond naive, surface-level, overly restrictive, unrealistic policy drafts. It took several weeks for policy development to mature and new ideas to emerge, and deep engagement with policy drafts and concrete (sample) applications and explanations. More traditional engagements like workshops and co-design sessions (usually a few hours to 3 days) and public request for comments periods can be effective at gathering diverse viewpoints in a short time, e.g., [34, 61, 62]. But they provide significantly less opportunity for iteration and detailed engagement. Less time to make mistakes leaves less time to learn from them and to learn from each other. Often workshops take the form of the policy team seeking inputs rather than establishing a close collaboration. Based on our experience, we recommend experimenting with longer engagements.

Recommendation 2: External engagement under expert guidance can be an effective model and can scale the process. The model of close, extended collaboration may seem expensive and difficult to scale for resource-strapped policy teams within agencies and companies. If the engineering team is sourced from corporations, it can also risk regulatory capture, giving those industry actors substantial influence on the policy design process. However, we found that, with guidance, this process is accessible to less experienced people both on the policy and the engineering side. Our leads were undergraduate students with a strong educational background in the respective fields, but without extensive prior experience in policy design or building ML applications. We conjecture that this can be replicated with other students and professionals, making it plausible to recruit external participants for multiple-week-long policy design projects (e.g., students, interns, freelancers, and employees between projects). Expert guidance was still essential, but with part-time engagement throughout the project, which is a much easier model to scale. We also believe that this is a fruitful opportunity to engage with academics and provide grants or fellowships (e.g., through the National Science Foundation or the American Association for the Advancement of Science) to encourage and support such projects.

Recommendation 3: Academics should further explore interdisciplinary policy design projects in educational settings. The pairing of students from policy and engineering backgrounds to collaboratively design policy and evidence-based explanations created a mutual learning experience, where participants acquired new content and skills while exchanging disciplinary perspectives. More comprehensive and nuanced than regular lectures or homework assignments, this activity also deepened each student’s engagement with their own field and provided them with a broader perspective and valuable interdisciplinary collaboration skills. While we expect that the project and process needs to be adapted to scale it for a classroom setting, we are eager to explore how to integrate it into lectures for social-science and computer-science students, and encourage other educators to seek similar opportunities.
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