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ABSTRACT

Data sharing in the European Union (EU) has gained new momen-
tum, among others for machine learning (ML) and artificial intelli-
gence (Al) training purposes. By enabling models’ training whilst
preserving the privacy of data, Privacy Enhancing Technologies
(PETs) have therefore gained popularity, especially among policy-
makers. So far, computer science research has focused on advancing
state-of-the-art privacy engineering and exploring trade-offs be-
tween privacy and accuracy. Meanwhile, legal scholarship began
investigating the challenges arising therefrom. Yet, few works have
delved into the fairness implications of PETs. Further research is
essential to both prevent the propagation of bias and discrimina-
tion and to limit the accumulation of market power within very
few economic entities suitable to undermine fair competition and
consumer rights. In our work, we will address this knowledge
gap by adopting a legal and computer science point of view. After
scoping our understanding of possible unfair sides of PETs based
on technical and socio-legal understandings of fairness (Section 2),
we provide an overview of PETs mostly relevant for ML and Al
training (Section 3). We then discuss fairness-related challenges
arising from their use (Section 4) and we suggest possible technical
and regulatory (e.g., impact assessment, new rights) solutions to
address the shortcomings identified (Section 5). We finally provide
conclusions and ideas for future research (Section 6).
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1 INTRODUCTION

In the past years, data policies in the European Union (EU) have
seemingly shifted their focus. Since the protection of personal data
and their free flow within the European Economic Area (EEA) are
somehow granted thanks to the General Data Protection Regulation
(GDPR), data sharing and re-use, also towards third countries, have
gained new momentum. To accelerate the development of artifi-
cial intelligence (AI) and machine learning (ML) and support the
creation of Common European data spaces, the EU Commission’s
priorities are now fostering data sharing between public authorities;
and promoting the sharing and use of public sector information
by businesses, of privately-held data by other companies and of
privately-held data by government authorities. Thus, in addition to
the Regulation on the free flow of non-personal data and the Open
Data Directive (ODD), new rules were adopted or are about to be
adopted, such as the Data Governance Act (DGA), the Data Act
(DA) and the AI Act (AIA).

Consequently, Privacy Enhancing Technologies (PETs), also
known as privacy-preserving methods, increased their popularity,
as their application is deemed an essential precondition to foster
trust in data sharing and reuse [72]. To date, a commonly agreed
definition of PETs is lacking. Some consider PETs as “a system
of ICT measures protecting informational privacy by eliminating
or minimising personal data thereby preventing unnecessary or
unwanted processing of personal data, without the loss of the func-
tionality of the information system” [12]. Such definition appears
rather biased towards data minimisation [49]. Others understand
them as a “collection of digital technologies, approaches and tools
that permit data processing and analysis while protecting the confi-
dentiality, and in some cases also the integrity and availability, of
the data” [72]. Indeed, information privacy is often perceived as
part of information security, defined as a composite of those three
elements [48]. But this definition does not capture the breadth of
the related issues with PETs.

In any event, the importance and complexity of PETs for data
protection purposes are such that in 2014 the European Data Pro-
tection Supervisor (EDPS) established the IPEN - Internet Privacy
Engineering Network initiative to advance the state-of-the-art of
privacy engineering. Then, in 2016 the European Union Agency for
Cybersecurity (ENISA) began to work on a Maturity Assessment
Repository for PETs. PETs are recalled in the EU data legal frame-
work in multiple instances, as well. For instance, Recital 7 of the
DGA advocates for the use of “state-of-the-art privacy-preserving
methods that could contribute to a more privacy-friendly processing
of data”, such as anonymisation, differential privacy, generalisation,
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suppression and randomisation, synthetic data. PETs could also
foster compliance with e.g., Art. 5 GDPR on data minimisation
and security, Art. 25 GDPR on data protection by design and by
default, Art. 32 GDPR on processing security. Even the economic
implications generated by the deployment and adoption of PETs
are not negligible: privacy and data protection are said to generate
a competitive advantage for businesses, which are pushed towards
offering consumers products and services with the latest privacy
or data security solutions [32]. Similarly, in the United States (US),
Biden’s Executive Order on Safe, Secure, and Trustworthy Arti-
ficial Intelligence insists on the research, development and use
of privacy-preserving methods, whilst advancing equity and civil
rights.

Yet, what does the application of PETs entail for Al and ML?
Specifically, what are the possible fairness implications thereof?
Still very little is known about the unfair side of PETs, as well as
how to address this problem. Despite both computer scientists
and legal scholars being aware of PETs’ limitations, the EU data
legal framework and policy initiatives portray PETs as effective
solutions to address the privacy challenges brought about by data
sharing. Even the narrative advanced by big tech companies, among
the few entities capable of affording the high costs in terms of
resources, time, know-how, etc. related to PETs implementation
[5], corroborates optimism towards these solutions. Yet, the reality
is much more nuanced.

Our goal is to contribute to filling this knowledge gap. Building
on a desk analysis of relevant EU and US legal and computer sci-
ence literature, and of EU legislation and policy documents, we will
provide a fairness-inspired critique of PETs by merging legal and
computer science profiles. Whereas some of the legal and technical
challenges of PETs have already been explored separately, few con-
tributions adopt an interdisciplinary angle [49, 69, 79]. Concerns
expressed by legal scholars on PETs are not expressly linked to the
Al fairness debate [87, 89]. With some exceptions, existing works
largely focus on the US context [1, 22, 25, 31, 71, 92]. Regardless of
the overlaps between competition, data protection and consumer
law [41], as also witnessed in the Digital Markets Act (DMA), mar-
ket imbalances generated by big tech companies are underexplored
by EU data protection legal scholars. Despite becoming relevant
in the context of PETs [4], the profiles of fair competition among
companies (linked e.g., to the prominent role played by big tech
companies in advancing privacy engineering) and consumer rights
(e.g., preserving their freedom of choices) are often neglected in
Al fairness scholarship or rather addressed in different terms (i.e.,
to what extent algorithms can directly harm consumers or distort
competition [28]).

With this study, we do not claim to be exhaustive about the pos-
sible unfair sides of PETs or solutions to address them. Rather, we
aim to help legal and computer science experts and/or enthusiasts
familiarize themselves with the main fairness-related challenges ex-
isting in both domains and offer some sources of reflection on how
to address them. Meanwhile, we deem it essential that scholars,
practitioners, activists, regulators and policymakers with different
backgrounds are aware that PETs may have undesirable effects (e.g.,
generate bias and discrimination against individuals and groups,
distortions of competition). This way, it would be easier to map
and tackle these challenges. In our work, we also clarify some
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contentious terminological points (e.g., privacy, data protection,
sensitive data) that contribute to generating confusion across dis-
ciplines and jurisdictions. Despite our focus on the EU context,
we believe that our contribution remains relevant for other terri-
tories. After all, the interest in PETs is growing globally [5] and
some of the challenges and solutions we identify appear sufficiently
generalizable.

The structure of our paper is the following. First, we briefly
scope our understanding of what the unfair side of PETs could be,
based on a socio-technical understanding of fairness (Section 2). We
then provide an overview of PETs mostly relevant for ML and Al
training purposes (Section 3) and we challenge them by adopting a
fairness perspective (Section 4). We then suggest possible technical
and regulatory solutions to address the shortcomings identified,
like data protection impact assessments (DPIAs), transparency and
new rights for people (Section 5). We finally provide conclusions
and ideas for future research (Section 6).

2 SCOPING THE FAIRNESS CHALLENGES
BROUGHT ABOUT BY PET

Lacking a common definition of fairness, we briefly recall some of
its main understandings across disciplines to clarify the meaning
of the unfair side of PETs in this contribution. In computer science,
fairness is a mathematical property for algorithms [42] connected
to the problem of bias. (Technical) bias occurs when computer
systems “systematically and unfairly discriminate against certain
individuals or groups of individuals in favour of others”, by for
instance denying opportunities or assigning undesirable outcomes
[36]. It may manifest at the pre-, in- or post-processing stages
[16, 26, 70, 86]. Thus, technical bias entails a performance failure,
in so far as an automated system does not have the same level of
accuracy across different individuals and groups [90]. Yet, as the
impacts of technical bias in the real world can be significant de-
pending on the sector where an automated system is deployed (e.g.,
job or study opportunities can be denied or people can be wrongly
flagged as criminals) computer scientists have been investigating
strategies (e.g., fairness metrics, organisational measures) to ad-
dress this issue. And whilst focusing exclusively on technical bias
without addressing the inequalities deeply rooted in society where
automated systems are deployed is insufficient, arguably fairness
metrics could contribute making automated systems fairer even
from a socio-legal point of view [19].

By contrast, for EU data protection law, fairness is a core prin-
ciple of personal data processing (Art. 5(1)(a) GDPR) informing
the relationship between data controllers (i.e., the entities deciding
purposes and means of processing) and data subjects (i.e., the peo-
ple to whom the information refers). European regulators relate
fairness to a procedural principle (guaranteeing the respect of the
expectations and concrete interests of the data subjects beyond the
mere compliance to the other data protection principles and rules)
and to a substantive principle to safeguarding the autonomy of data
subjects; not discriminating against them nor exploiting their needs
and vulnerabilities; towards a better power balance between con-
trollers and data subjects. According to some scholars, having fair
algorithms means that controllers need to regularly assess whether
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algorithms are functioning in line with the purposes and adjust
them to mitigate uncovered biases [33].

Yet, the concept of fairness exists in other areas of law and it is
linked to the ideas of equity and non-discrimination [7, 8, 11, 13, 91].
To overcome the limitations of the antidiscrimination law discourse
(e.g., treating discrimination as a single axis —and not intersectional—-
matter; overlooking how the design of socio-economic institutions
could perpetuate discrimination [50, 93]), fairness has then been
associated with the transformative concept of social justice [27, 56],
namely “the fair treatment and equitable status of all individuals
and social groups within a state or society” [19, 29]. However,
fairness is also an overarching principle in EU consumer and com-
petition law [41]. As such, it is connected, again, to the autonomy
of individuals and their free decision-making, as the goal of EU
consumer law is empowering individuals to make well-informed
autonomous choices [41]. In turn, EU competition law aims to
ensure that markets are kept competitive so that consumers have
freedom of choice [41]. Accordingly, EU competition law strives
to grant equal opportunities to businesses (through, for instance,
the removal of barriers to entry) to let them compete in the mar-
ket based on their merits (and not just on price, quantity, quality,
choice and innovation) [41, 64]. Unfair and anti-competitive prac-
tices being contextual, exactly defining fairness in competition law
is impossible. Yet, this principle can be considered as an inherent
objective of competition law and enforcement [41, 64]. Besides
the EU Treaties, fair competition is recalled in the EU data legal
framework: e.g., Art. 12(f) DGA refers to the need to safeguard it
and mandates data intermediaries to offer access to their services
under “fair, transparent and non-discriminatory conditions”.

In light of the above, our investigation of the unfair side of PETs
will merge technical and socio-legal profiles, which are different
but interconnected. Specifically, we will investigate the problems of
bias, discrimination, social injustices and market power imbalances
that may arise from the application of PETs mostly relevant to Al
and ML. AT and ML requirements for massive data sets to learn from,
many times come in conflict with the targets of PETs to provide
specific (privatized) views on data and with the capacity to learn,
aka predict information that PETs might try to keep hidden. We
will evaluate for instance if PETs are equally effective on all individ-
uals and groups, regardless of their (protected) characteristics and
if the application of PETs could undermine bias discovery investi-
gations. PETs indeed may fail to provide fair privacy protection,
being possible that the likelihood and/or the cost of a privacy failure
affect users differently, depending on protected characteristics [31].
We will discuss whether the application of PETs could otherwise
undermine individual autonomy; and whether the deployment of
PETs could affect competition and consumers’ autonomy. Whereas
privacy may indeed generate a competitive advantage, claims to pro-
tect privacy and personal data may hide anticompetitive practices
[4]. Although, admittedly, such a list does not exhaustively cover
what the unfair sides of PETs could be, we deem it a sufficiently
comprehensive starting point to trigger further interdisciplinary
discussions and research on this subject.
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3 OVERVIEW OF PET

3.1 An introduction to AI, ML and privacy
engineering

Generally speaking, Al is a field of computer science whereby
automated systems are designed using algorithmic techniques to
perform tasks (e.g., recognise patterns, cognitive learning, problem
solving) in such a way to mimic the human behaviour or eventually
the human brain [37]. ML is a subset of Al, whereby, using algo-
rithmic building blocks, computers are given the ability to learn
without being explicitly programmed. In other words, a program-
mer, instead of coding every decision-making scenario, leaves the
system to identify rules by itself [37] and decide appropriate ac-
tions. Yet, such distinction is not necessarily acknowledged in the
EU legal framework!.

Before deploying a model into the real world, a number of steps,
constituting the typical AI/ML lifecycle, are required. They are: (1)
problem definition, i.e., what an algorithm will predict or estimate
and how to measure it; (2) data collection, essential in so far as
an algorithm is only as good as the data used to train it (so-called
principle of “garbage in-garbage out”); (3) data cleaning, to address
missing and inaccurate values that could affect the quality of predic-
tion; (4) summary statistics review, to remove outliers and address
overfitting (occurring when an algorithm considers random corre-
lation as legitimate) and lack of generalisability (occurring when
certain variables take on, non-randomly, very high or low values);
(5) data partitioning, consisting of splitting a dataset into a training
part and into a test part to evaluate how an algorithm trained on
one dataset will perform on another; (6) model selection and (7)
model training, namely the process of running an algorithm on the
dataset and doing feature selection, pattern extraction, tuning and
assessment [65].

Meanwhile, privacy engineering refers to a field of study aimed
at implementing the principle of privacy-by-design in IT systems
across their life-cycle, like any other functional requirement [49].
Even before the advent of AI/ML, scholars and practitioners have
been investigating ways to safeguard content privacy (to prevent
the reidentification of a person) and interaction privacy (to protect
users interaction from eavesdroppers) in IT systems [98]. Privacy
design strategies have been distinguished into data-oriented, aimed
to minimise the data collected; hide data and their interrelationships
from plain sight; separate data processing into different compart-
ments, whenever possible; aggregate data; and process-oriented,
connected to the need to comply with legal requirements, aimed to
inform individuals about data processing and ensure that they have
control over the processing of their information; enforce privacy
policies and demonstrate compliance with legal requirements [49].
PETs gained prominence in the context of software development
and engineering as concrete techniques aimed at implementing
certain privacy design patterns [49]. Nowadays, PETs can be op-
erationalised also individually and not only as part of a software

!For instance, the 19th April 2024 version (Corrigendum) of Art. 3(1) AIA blurs the
line between Al and ML by defining an Al system as a “machine-based system that is
designed to operate with varying levels of autonomy and that may exhibit adaptiveness
after deployment, and that, for explicit or implicit objectives, infers, from the input it
receives, how to generate outputs such as predictions, content, recommendations, or
decisions that can influence physical

or virtual environments”
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development process, through privacy enhancing algorithms and
systems.

Several actors may be involved in the Al lifecycle and the devel-
opment of privacy preserving automated systems, such as public
and private entities willing to use AI/ML for different purposes but
without technical know-how; tech providers, either private or re-
search institutes, who have the technical know-how for AI, ML and
PETs development; persons affected by the automated decisions;
persons to whom the data collected and then used for AI/ML be-
long; data curators, namely the entities that take care of collecting,
store and release (anonymised) datasets, that can then be used for
different purposes; users of datasets, that include also attackers
[98].

Some of these actors are defined under the EU legal framework.
For instance, providers under Art. 3(3) AIA are the entities that
develop an Al system or a general-purpose Al model; or that have
an Al system, or a general-purpose Al model developed and placed
it on the market; or put the Al system into service (i.e., supply an
Al system for first use) under own name or trademark. Deployers
are the entities using an Al system under their authority (except for
personal activities) (Art. 3(4) AIA). Despite not formally defining
them, the ATA mentions the affected persons and introduces for them,
in some situations, a right to explanation of individual decision-
making taken by the deployer on the basis of the output from a
high-risk Al system (Art. 86 AIR). Under Art. 4(1) GDPR, personal
data is information relating to an identified or identifiable person
(i.e., the data subject). Controllers are the entities determining the
purposes of and means of personal data processing (Art. 4(7) GDPR,
whilst processors process data on behalf of the controllers (Art. 4(8)
GDPR). It is possible that depending on the situation and processing
the same entity is differently classified and that overlaps between
the AIA and GDPR occur.

3.2 Types of PETs mostly relevant for AT and ML

In relation to AI/ML, privacy engineering becomes relevant to ex-
tract knowledge from data whilst preserving privacy (so-called
privacy-preserving data mining) [79]. PETs may serve many goals,
ranging from secure data sharing between parties to training Al
models and generating anonymous statistics [51]. Privacy as a
technical concept has been operationalised through e.g., anonymi-
sation and de-identification; semantic security, typical for encryp-
tion schemes; formal privacy models [69]. PETs can be combined
among themselves and used together with organisational and le-
gal tools [72]. Like in the case of fairness, privacy is technically
operationalised through metrics. Thus, contrary to normative un-
derstanding of privacy (see 4.1), privacy in computer science is
defined with mathematical precision, which does not however en-
tail automatically compliance with legal requirements [69]. Whilst
multiple classifications remain possible, we consider that such pri-
vacy metrics belong to two main categories: anonymity set size
metrics and entropy-based metrics. The former builds on the as-
sumption that the larger the set of indistinguishable entities, the
lower the probability of identifying any one of them. The latter
assumes that the system entropy decreases with attribute disclo-
sures [24]. In this contribution, we divide PETs into three broad
categories, namely data obfuscation; encrypted data processing tools
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and federated and distributed analytics, which we deem the most rel-
evant for ML and Al training [72]. However, multiple classifications
remain possible [24, 34, 48].

Data ObfuscationThese PETs (encompassing for instance
anonymization, pseudonymization, synthetic data, differential pri-
vacy) build upon data alteration [3]. They obfuscate information
by removing or replacing identifiers or adding noise [72]. They
are relevant for Al and ML because they aim to remove personal
information from datasets that are then used to train models.

Anonymisation — Process of removing, manually or automatically,
direct (e.g., first name, last name, address, social security number)
and indirect identifiers (e.g., socio-economical information) from
data to prevent the re-identification of a person [3, 72].

Pseudonimisation — Process of replacing data elements, such
as identifiers, with other types of information, that despite their
fictitiousness preserve the usability of data [3]. The possibility to re-
identify a person by relying on other information stored somewhere
else is usually preserved [72].

Through tokenisation, typically random strings of numbers and
letters, identifiers are replaced with a token, but since one entity
maintains the key that matches the tokens, the process is reversible
[3]. By contrast, masking, despite relying on random strings of
numbers and letters as well, applies typically to data in use and
lacks reversibility [3]. Finally, generalisation, as hinted by the name,
replaces specific information with generalised ones (e.g., age ranges
vs exact age) [3]. Within generalisation, a specific privacy metric is
k-anonymity, defined “as a property or a requirement for databases
that must not leak sensitive private information”. Assuming that a
database stores two kinds of attributes, namely identifying infor-
mation and sensitive information, a database table is considered
anonymous when every search for identifying information results
in a group of at least k candidate records, with k being the privacy
parameter determining the minimum group size [34].

Synthetic data - Process of generating (fully or partially) artificial
data maintaining similar statistical properties to the original source
[72], through for example ML. Real data are fed to ML algorithms
which identify patterns and replicate them in synthetic data [3].

Differential privacy — Process that ensures privacy by adding ran-
dom noise to a dataset. In other words, it promotes the protection
of privacy by introducing some error to a dataset, thus affecting the
accuracy thereof. This technique makes it possible to gather statis-
tically significant insights from said dataset whilst at the same time
preventing the re-identification of individuals therein. By looking
at the output (namely, the new differentially private dataset), it
would not be possible to tell whether any individual’s data were
included in the original dataset or not [31, 71]. The amount of noise
added depends on the parameter € [24]. Differential privacy was
for instance used by Google to produce mobility reports during the
pandemic [17].

Encrypted data processing

These PETs enable data processing on encrypted data, meaning
that data are not altered but are never visible or disclosed during
the processing [72]. Encryption is a reversible process that con-
verts data to an unintelligible form, from plaintext to ciphertext
(i.e., random strings of characters), preventing this way users from
accessing plaintext unless they have a key [3]. When the same key
is used to encrypt and decrypt data, this process is called symmetric
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or private key cryptography; when the keys are different, because
each user has a pair of keys (one public, usually to encrypt, and
one private, usually to decrypt), the process is called asymmetric
or public key cryptography [3, 24]. Whilst the former is usually
employed on data at rest, the latter is used to protect data in transit
[3].

They entail shielding data and they encompass homomorphic
encryption, multi-party computation, private set intersection and
trusted execution environments [3, 72]. These techniques are rel-
evant for ML and Al in so far as they enable using data held by
different entities that do not necessarily trust each other without
actually disclosing them in order to train models.

Homomorphic encryption — Process enabling the computation of
encrypted data, whereas the encryption key is held by the person
and not the organisation processing data [72]. It enables the shield-
ing of data in use [3]. The results of the calculation on encrypted
data are encrypted, too, but the decrypted result of a calculation
remains the same as if the calculation had been performed on the
unencrypted data [24]. There are three types of homomorphic
encryption, namely full (when any function can be computed),
somewhat (when a predefined set of functions can be computed)
and partial (when only addition or multiplication operations can
be performed, but not both) [51]. Use cases range from smart grids
to healthcare and were used also in contact tracing apps during the
Covid-19 pandemic [72]. It enables for instance cloud services to
conceal user content from cloud providers [6].

Multi-party computation — A set of tools (systems and architec-
ture) enabling participating parties to jointly compute a function
over their input data whilst keeping them private [72]. At the
end of the computation, all parties learn the final result whilst ig-
noring each other parties’ inputs [24]. For instance, an existing
dataset, instead of being centralised, is split into multiple parts
so that multiple parties can interact with data without revealing
the complete underlined information, meaning that even if one
party is compromised the full dataset is not put at risk [3]. Secure
multi-party computation was the basis of a VAT fraud detection
system developed for the Estonian Tax and Customs Board [84].

Private set intersection — It enables organisations to keep their
datasets private whilst highlighting the common elements of re-
spective datasets [72]. Thus, participating database owner do not
reveal the entirety of the values in their databases [24]. Practical
applications include contact tracing apps provided by e.g., Apple
and Google during the Covid-19 pandemic [72].

Trusted execution environments — Separate areas on computer
processors that store data that remain inaccessible to the operating
system. They have been implemented by major chip manufacturers
and software providers (e.g., Intel, Qualcomm, Samsung) [72].

Federated and distributed analytics

These PETs allow performing analytical tasks (such as training
models) upon data that are not visible to those executing these
tasks, who have access exclusively to the summary statistics [72].
They encompass federated learning and distributed analytics [72].
Federated learning — Process that enables pre-processing of data at
the data source, or device, level and that transfers only the summary
statistics [72]. It enables the training of ML models on multiple
devices, although the computation is then transferred back to a
primary server, which means that such computation may reveal
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primary data on the device [3]. When the model aggregation is
centralized, the process is called centralised federated learning,
whilst when model aggregation occurs in a peer-to-peer manner
this is decentralised federated learning [66]. Federated learning
was for instance used to improve word recommendation of the
Google Android keyboard and speech recognition of the Google
Assistant [20].

Distributed analytics — Process according to which data are stored
centrally whereas the training occurs across different nodes [72].

3.3 Legal and technical challenges raised PETs

Despite their commendable aim to increase the privacy-friendliness
of data processing, in the past decade, PETs have been extensively
criticised by computer scientists and legal scholars. From a techni-
cal perspective, PETs themselves were originally largely conceptu-
alised and developed by security engineers [44], thus in a different
domain than AI/ML. PETs are challenged in the age of big data
analytics [98], for several reasons. For instance, due to the new
possibilities of privacy attacks given by AI/ML: Al itself can turn
into an adversary for privacy. In the context of image recognition,
it was noted how certain models are capable of re-identify e.g..,
blurred or pixeled images [97].Then, considering the amount of
data available, re-identification is getting easier and easier [98].

Computer science literature focused then on the trade-offs be-
tween privacy and the accuracy/performance of models. Consider-
ing that PETs often rely on de-identification techniques reducing
details or distorting information, this intuitively leads to a loss of
performance [21]. Works [99] on differential privacy pointed out
how the more the noise, the less accurate the data analytics is. On
unstructured data (e.g., images and videos), its applicability is not
trivial and training can become difficult or wrong [97]. And since
noise is added at the individual level, large datasets are needed
to preserve the ability to obtain accurate aggregate statistics [3].
Furthermore, when noise is added after an entity receives data, the
process can be reversed when such entities are provided with a key
or reference indicating which data were added [3]. Older computer
science works pinpointed the costs of privacy against utility [15],
although more recent literature confirmed the possibility of recon-
ciling the different goals at stake [21]. Other scholars noted how
training a model with differential privacy can increase predictive
multiplicity, a phenomenon occurring when, for the same input,
in a prediction task, multiple models achieve comparable levels of
accuracy yet output drastically different predictions, which trans-
lates into arbitrary decisions [62]. Moreover, it has also been noted
how computer science literature on PETs remains quite detached
from practices of software architectures, development methods and
scope of designer control [61]. The operationalisation of PETs re-
quires a level of expertise and economic resources not available
everywhere. Then, PETs assume knowledge of a desired level of
privacy. Yet, this is very difficult to establish ex ante. Furthermore,
PETs may be at different stages of maturity [3].

In the EU, the question of anonymisation is particularly thorn for
legal scholars considering that, when data are allegedly anonymous,
meaning that the data subject is not or no longer identifiable, the
GDPR and all the safeguards contained therein are not applicable
(Recital 26 GDPR). By contrast, the Regulation remains applicable
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when data undergo pseudonymisation, defined as “the processing
of personal data in such a manner that the personal data can no
longer be attributed to a specific data subject without the use of
additional information, provided that such additional information
is kept separately and is subject to technical and organisational
measures [...]” (Art. 4(5) GDPR). And yet, the operationalisation of
these two concepts remains difficult, considering also that perfect
anonymisation is technically impossible to achieve [74].

Confusion exists about the legal and technical understandings of
anonymisation and pseudonymisation, and the uncertain relation-
ships thereof with the risk-based approach permeating the GDPR
[74,75, 82]. Anonymisation and pseudonymisation in a GDPR sense
can be encompassed within —but do not exhaustively illustrate—
the broader technical concept of de-identification techniques, and
this confusion hampers the dialogue between legal and technical
experts [75]. Some scholars recommend that the law ought to focus
rather on processes aimed at minimising the risks of reidentification
and sensitive attribute disclosure [74]. Others suggest understand-
ing anonymisation in a context and proposed a dynamic approach
thereto, arguing that the characterisation of data as personal or not
does not depend on their intrinsic properties but on the environ-
ment. Indeed, as technology and computing power evolve, what
used to be anonymous information could become identifiable again
[82].

Another area where legal and technical challenges merge is ma-
chine unlearning, aimed at removing the influence of undesirable
data and associated model capabilities from the pre-trained models
[14, 67]. Unlearning is a problematic task, among others, due to
difficult estimation about how each data point impact a model and
the fact that training is incremental [14], but when data underwent
through PETs it may be even more difficult to engage with this
exercise. Considering that machine unlearning may be relevant for
the operationalisation of the right to be forgotten [14], this demon-
strates once again how PETs may be operationalised in such a way
to clash with data subjects rights [89]. It was then noted how the
very same knowledge of the inclusion of a person a database could
be considered a privacy violation (e.g., where a persons participated
in a study about the efficacy of interventions for substance abuse,
a potential employer may infer that this person has a history of
substance abuse) [69].

As anticipated, literature relating the challenges brought about
by PETs to the Al fairness debate is growing, especially in the
computer science domain [1, 22, 46, 71, 92, 96]. Someone may
argue that PETs were created in the context of security engineer,
meaning that they are not concerned with Al fairness in a technical
sense. Yet, PETs do not operate in a vacuum. The fact that they aim
to address privacy losses does not entail that they are free from
other undesirable effects. And being aware of them is essential to
protect people and prevent harm. The point is not just ensuring
the protection of information, machines or networks but mainly
the humans that use them [78].

To ground our fairness-inspired critique of PETs and better un-
derstand them in the EU context, we will first differentiate privacy,
confidentiality and data protection, and question the narrow under-
standing of data minimisation that has been used to operationalised
PETs [72]. Then, we will delve into the fairness-related challenges
brought about by PETs.
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4 A FAIRNESS-INSPIRED CRITIQUE OF PET

4.1 OQuestioning the narrow operationalisation
of PETs

Although they are sometimes used interchangeably, the concepts of
privacy and confidentiality ought to be kept separate [95]. Whilst,
again, finding an exact definition of these elusive concepts proves
to be difficult, confidentiality was said to be about privileged com-
munications and information. It refers to the trust that information
that is about to be used to take decisions has not be seen by unau-
thorised people [95] Meanwhile, privacy refers to the reasonable
expectations that information stays within a place and space that
individuals can control [95].

However, this conceptualisation does not coincide with privacy
in a legal sense. Privacy is indeed a multidimensional concept,
whose importance can be easily grasped but whose exact scope is
debated [73]. Even if overlaps exist, the US and EU have different
understandings thereof, depending on their sociopolitical traditions
[60, 80]. To simplify, the former conceives privacy predominantly
as liberty against (state) intrusions, whilst the latter understands
privacy in terms of protection of personal dignity (including e.g.,
rights to informational self-determination, one’s image and reputa-
tion) [94]. Recent elaborations comparing Western legal traditions
about privacy classify privacy into bodily, intellectual, spatial, deci-
sional, communicational, associational, proprietary and behavioral
[60]. Informational privacy, “typified by the interest in prevent-
ing information about one-self to be collected and in controlling
information about one-self that others have legitimate access to”
overlaps, but does not coincide, with the other types [60].

Meanwhile, despite privacy and personal data protection being
sometimes used interchangeably, this generates confusion [39]. The
EU legal system distinguishes the rights to privacy (Art. 7 Charter
of Fundamental Rights of the European Union, CFR) and personal
data protection (Art. 8 CFR). Remarkably, the GDPR is about per-
sonal data protection and does not deal directly with privacy [87].
Whilst the relationship between the two rights is ambiguous [40],
EU scholarship tried to elaborate on their differences. Some propose
considering privacy as an opacity tool, aimed at shielding individuals
from interferences into their private sphere, thus against illegiti-
mate and excessive uses of power. In turn, personal data protection
is a transparency tool, with a channelling function aimed at empow-
ering people by giving them the possibility to control what others
can do with their personal information [45]. Yet, since the risks
arising from personal data processing do not depend exclusively
on data disclosure, equating data protection with informational
self-determination would be insufficient [87].

Whereas such discussion may sound abstract to non-experts,
awareness of the different connotations of privacy and the interre-
lations between privacy and personal data protection has practical
relevance. On the one hand, it facilitates interdisciplinary dialogue
across different jurisdictions. These differences explain why, in
the US, there is a tendency to consider sensitive all “data whose
unauthorised access would make the subject of the data feel un-
comfortable or could imply negative consequences for the subject”,
thus requiring protection against unauthorised disclosure [24]. By
contrast, under EU data protection law, the safeguards remain ap-
plicable regardless of the publicity of data [87] and the scope of
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sensitive information is much more limited?. Furthermore, the
GDPR protects both direct and indirect identifiers. The former
refers to unique attributes that clearly identify individuals (e.g.,
names, ID numbers), whilst the latter to attributes that could po-
tentially enable the reidentification of an individual when grouped
together (e.g., age, career, location) [98].

On the other hand, it enables us to better understand PETs in
the EU context. More recent elaborations on PETs stress how their
operationalisation in terms of data minimisation and information
security is misleading. PETs may (and ought to) be operationalised
in such a way to comply with the purpose limitation principle,
to prevent scope creep [85]. Furthermore, the very same data
minimisation is not just about data collection and retention, but
it may be operationalised in different ways, such as: minimising
the risks (likelihood and severity) of privacy breaches; minimising
the need for trust in other parties to fulfil the functionality of a
system; minimising disclosure (to third parties) and replication
(occurring when data is processed in multiple entities); minimising
centralisation, to avoid single points of failure, as well as linkability,
to limit inferences [44].

Giving prominence to the privacy-enhancing, or shielding func-
tion, of PETs may lead to overlook that in the EU they are also
data protection instruments, responding to an empowering logic
for data subjects. Indeed, it was noted how privacy design can be
also process-oriented [49]. Thus, they need to be operationalised
consistently with the regulatory framework in which they are em-
bedded. The application of PETs does not indeed automatically
ensure compliance with data protection laws; by contrast, clashes
with other legal provisions (e.g., data subjects’ right to access) may
occur [89]. The same is true concerning competition law and con-
sumer protection, whereby businesses’ claims to protect privacy
and personal data may hide anticompetitive practices [4].

4.2 Fairness-related challenges of PETs

Hereafter, we will illustrate how PETs themselves can both con-
tribute generating or amplifying biases and discrimination when
realised as privacy enhancing algorithms. Indeed, as other types
of algorithms, they are subject to such risk. But also how they can
be used as a veneer for algorithms that would otherwise cause the
same unfairness.

PETs and bias discovery

The very same idea of anonymisation through the removal of
identifiers may clash with bias discovery investigations. At the early
stages of Al fairness research, computer scientists believed that
they could ensure Al fairness through unawareness of protected
characteristics, that were stripped away from data [54]. Similarly,
anonymisation builds upon the premise that direct and indirect
identifiers, including sensitive information, need to be stripped
away to prevent re-identification. Yet, it was demonstrated that
fairness through unawareness builds upon erroneous premises by

2They are generally associated exclusively with those suitable to reveal racial or ethnic
origin, political opinions, religious or philosophical beliefs, trade union membership,
genetic data, biometric data (for the purpose of uniquely identifying a natural per-
son) data concerning health or data concerning a natural person’s sex life or sexual
orientation, and data concerning criminal convictions and offences (Artt. 9 and 10
GDPR).
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overlooking how protected characteristics may affect access to re-
sources and contribute to further stigmatising marginalised groups
[54]. This entails that when a dataset is anonymised to protect
privacy concerns and then shared and/or used to train Al or ML
systems, it could embed bias. Whereas, admittedly, more recent
PETs are aware of the limitations of old approaches and thus aim
to achieve privacy in different ways, and bias can be tackled at the
post-processing stage, anonymisation could undermine earlier de-
tections of bias. By contrast, through pseudonymisation, sensitive
information remains available,

Anonymisation could be problematic also from a legal compli-
ance point of view. The AIA is expected to require high-risk Al
systems providers, namely the entities that develop or have an
Al system developed and place them on the market or put it into
service, to comply with a series of obligations requiring bias in-
vestigations [19]. For example, Art. 10(2)(f) and (g) AIA require
providers to examine datasets “in view of possible biases [...]” and
identify appropriate measures to address them. Art. 10(3) AIA
states that datasets shall have the appropriate statistical properties,
including, where applicable, as regards the persons or groups of
persons in relation to whom the high-risk Al system is intended
to be used. Then, Art. 10(5) AIA expressly allows (though does
not oblige) providers to process special categories of data for the
purposes of ensuring bias monitoring, detection and correction in
relation to high-risk Al systems. If datasets are anonymised by
different entities than the providers, the necessary information to
comply with these provisions may not be available. Admittedly,
recent work in computer science demonstrated how anonymisation
does not necessarily increase statistical bias: differences between
original and anonymised datasets may be small, bias-wise [59]. Yet,
for a correct interpretation of results, it is essential to be trans-
parent about the anonymisation process and data pre-processing
steps before sharing information across the Al lifecycle [59]. To
our knowledge, such transparency requirements are currently in-
sufficient under EU law.

Theoretically, in case of encrypted data processing tools, the
possibility of carrying out fairness investigation is technically pre-
served. They do not alter data but they ensure that information is
never visible or disclosed. Yet, some caveats as to secure multi-party
computation remain: it was demonstrated how, when applied to fed-
erated model training process, centralised multi-party computation
could contribute to introducing bias [66].

At a technical level, federated and distributed analytics raise
bias concerns, too. Current state-of-the-art techniques on feder-
ated learning were not designed to face challenges that may arise,
for instance, from having parties with heterogeneity in distribu-
tion and amounts of data that, due to privacy concerns, cannot be
freely shared [1]. Then, the participation may change throughout
the training process [1]. Studies on group fairness have shown
how this PET, compared to centralised training, propagates bias.
Indeed, bias from a few parties can influence all parties in the net-
work, hence aggravating the fairness problem globally. Specifically,
biased parties negatively influence other parties via aggregation
throughout the training [22]. Some authors explained how biased
parties encode their bias into the local updates by increasing the
signal of a few parameters steadily throughout the training process.
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This is then propagated to the global model via aggregation and,
ultimately, to other parties [22].

PETs and people belonging to protected groups

Studies proved how, when multiple data sources are available, the
effectiveness of anonymisation is questionable, de-anonymisation
attacks being easier to carry out against people belonging to pro-
tected groups [3, 31]. This is also true in the context of ML, prone to
membership inference attacks, whereby an attacker can understand
if a given data record (which may be personal information) was
part of the training data [63].

By studying both synthetic and realistic settings, some schol-
ars addressed the issue of disparate vulnerability to membership
inference attacks across different subgroups, occurring when the
model behaves differently across subgroups [63]. They demon-
strated, among others: how vulnerability to membership inferences
arises when the distribution of a model property is different for
samples in and out of the training dataset, meaning that the lack
of distributional generalisation is a necessary and sufficient condi-
tion for these attacks to succeed; how, in case of small subgroups,
the estimation of the magnitude of disparate vulnerability is not
a trivial task; the importance of studying the consequences of pri-
vacy attacks for subgroups, and not individuals, when evaluating
the privacy risks of deployment; and how satisfying algorithmic
fairness constraints can decrease disparate vulnerability to limited
classes of attackers [63].

As to pseudonimysation techniques, despite their maturity, they
remain prone to similar limitations as anonymisation. Drawing
from metadata, re-identification remains possible, whilst masking
and k-anonymity work best on large datasets [3]. These techniques
bring about specific challenges as well. For instance, the choices
made for generalisation (e.g., the scope of the age range, disaggre-
gating data based on a binary conceptualisation of gender) may
hide some concerns.

By contrast, the fairness implications of synthetic data are
twofold. They have the advantage of enabling training models
or testing new systems without relying on protected characteristics
[3]. Rather, even if real data, including sensitive information, still
need to be collected and fed to the model, they can be then deleted
after the model is trained [9, 18]. Then, synthetic data may miti-
gate the problem of predatory inclusion of marginalised individuals
and groups in Al systems, whereby publicly available information
of traditionally underrepresented categories of people in datasets
(e.g., racialised individuals, women, non-binary folks) are scraped
from the internet and fed to Al systems to debias them [93]. Art.
10(5) AIA expressly states how the use of anonymised or synthetic
data ought to be preferred to the processing of special categories
of personal data. However, Al tools may remain oppressive (e.g.,
aimed at increasing surveillance against minorities) whilst debiased
[93] and misuse of synthetic information, not being linked to an
individual, may escape court scrutiny. Furthermore, whilst promis-
ing, synthetic data generation processes nevertheless currently lack
maturity, meaning that reversing synthetic data to original data re-
mains possible and bias existing in original data could be replicated
[3].

Studies on differential privacy demonstrated that, when strict
privacy settings apply, and even when privacy mechanisms add
equivalent noise to independent populations, significant disparities
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in the outcomes of the algorithm occur, and thus some populations
are more affected than others [71]. Furthermore, whilst training
a model with differential privacy can address privacy concerns,
it has the potential to skew the influence towards the majority
subgroups, exacerbating already existing inequities in the data
collection processes, whilst affecting the accuracy of individual
decisions [23, 83]. Depending on the policy sectors (e.g., allocations
of benefits to schools for children in need or linguistic assistance
in the context of political elections, health sector, autonomous
vehicles) the consequences can be extremely severe, as they could
affect the enjoyment of fundamental rights [23, 71, 83].

For prediction models, it was noted how training with differential
privacy could lead to arbitrary (opposite) decisions for the same
query, due to the predictive multiplicity phenomenon. Whilst this
prima facie appears (and could be) a disadvantage, it was noted
how such multiplicity could nevertheless enable to satisfy multiple
properties beyond accuracy, such as (individual) fairness [62].

PETs, individual autonomy and market imbalances

The fairness concerns raised by encrypted data processing tools
are largely socio-legal. Cryptography currently suffers from a para-
doxical situation. In principle, the shielding function of cryptogra-
phy in the digital world is so important that some authors consider
the right to cryptography and freedom of choice of encryption meth-
ods a corollary of the right to privacy, essential to protect people
against surveillance [35]. Ideally, cryptography eliminates the need
to trust service providers, by empowering users to protect their pri-
vacy themselves against untrusted third parties. Yet, cryptographic
tools are nowadays largely implemented by the very same service
providers these technologies purportedly protect users from. Usu-
ally, end-to-end encryption by messaging services like WhatsApp
is not implemented by users directly by relying on an independent
client, but by the provider itself [6]. In other words, current im-
plementations of cryptography aim rather to protect users against
external threats but not the very service providers’ threats [6]. This
discourse may be transposed at the ML level, whereas tech devel-
opers who perform ML are the same as those providing encryption
techniques.

This operationalisation of cryptography is problematic at a
twofold level. First, it clashes with the autonomy of data sub-
jects, which fair data processing and consumer law ought to pursue.
Whilst admittedly data subjects may lack awareness and compe-
tencies to implement cryptography themselves, it is also true how
technical restrictions (e.g., impossibility to add encrypting plug-ins
or extensions, need to have the cooperation of the service provider)
would prevent them from doing so [6]. Secondly, this paradigm
affects also market power dynamics, as it increases both the power
that providers have over consumers and possible competitors, by
forcing users to adhere to their cryptographic choices to benefit
from a service and deny interoperability.

Then, whilst encryption may increase data security, it does not
automatically grant informational self-determination. Indeed, en-
crypted data may be passed securely to a database, and then ac-
cessed by unauthorised persons [47]. This becomes relevant in the
context of ML whereby a data subject may not be aware of the use
of their information.

As regards federated and distributed analytics, rather than guar-
anteeing the inaccessibility of data, they are focused on the structure
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of the processing [87]. By enabling the training across different
devices, they challenge the paradigm of data accumulation within
a sole entity [87]. Yet, these PETs may be problematic in terms of
socio-legal fairness, too. Data subjects are often unaware of their
participation in this type of analytics, and even when they gain
awareness they lack the capacity to technically object to that [88].
This severely jeopardises their autonomy. Then, despite federated
and distributed analytics having this commendable potential to
reduce data accumulation within a sole entity, they also respond
to a logic of liability avoidance, considering the costs in terms of
legal compliance efforts that data processing has nowadays [87].
However, federated and distributed analytics have also an impact
on competition. Building on what has already been noted in the
context of microtargeting [87], big tech companies, like Google
or Apple, who have already control over devices would push for
the implementation of these solutions, from which they could ben-
efit the most whilst losing the least. In addition, other big tech
companies, who might have access to big (training) data and huge
data analytics capabilities (e.g. Meta), might easily implement PETs
solutions exploiting their data-power competitive advantage and
keeping high profits from the exploitation of (pseudonymized or
even anonymized) data. The paradoxical result would be that the
data controllers who would pose the highest risks for data subjects
due to their huge power imbalance and to the highly detrimental
effects that they can have on the autonomy of individuals (e.g., their
possibility to manipulate limit individuals’ behaviours) would be
also the data controllers who would easily anonymize their data
through PETs solutions and escape the GDPR rules and other EU
legal obligations. In other terms, PETs might be the trojan horse of
the whole system of laws limiting power concentrations and unfair-
ness in the digital markets. The more powerful players will also be
the ones with higher chances to use PETs (to the contrary of smaller
competitors, which lack the technical and data infrastructures to
train PETs solutions) and escape the law.

In sum, all the PETs previously described raise fairness-related
concerns, either from a socio-legal or technical perspective or a
combination of both. Consequently, to properly address these
concerns, it is essential to come up with different kinds of solutions.

5 TECHNICAL AND REGULATORY
SOLUTIONS

The analysis above demonstrates the necessity of a shift in the nar-
rative about PETs. So far, businesses having the means to invest
in them have leveraged the competitive advantage that these tech-
nologies offer. Similarly, policymakers and regulators have been
increasingly advocating for them. EU legal and policy documents
on data law portrayed them as mitigation measures for risks aris-
ing from processing. Yet, it needs to be clear that PETs are also
sources of risk themselves. They can cause harm to people and
markets. They do not automatically ensure compliance with the
EU data legal framework, nor they are fair by default. This does not
entail interrupting research about privacy engineering or denying
its importance for Al and ML purposes. Rather, to increase the
efforts to ensure the fairness of these technologies as well as their
coherence with the EU legal and regulatory framework. Again,
synergies between technical and socio-legal sectors are essential.
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From a technical point of view, solutions have been proposed
to reconcile PETs and fairness, whilst maintaining a satisfactory
level of accuracy that would enable ML on privacy-protected data.
Some authors suggest customise privacy mechanisms, targeting
performance on specific assignment problems, although the prac-
tical feasibility of this is uncertain [71]. Others argued to have
found a balance between accuracy, privacy and model fairness, by
applying local and global differential privacy to federated learning
whilst quantifying the level of fairness based on the constraints of
three definitions of fairness, including demographic parity, equal
odds, and equality of opportunity [43]. It was noted how through
multi-party computation it would be possible, whilst maintaining
cryptographic privacy of sensitive information, to (i) certify and
sign a model as fair, (ii) learn a fair model and (iii) verify that a
fair-certified model has indeed been used [55]. Other technical
solutions to mitigate unfairness when applying differential privacy
have been proposed in specific contexts [63, 71]. Consider also
that technical fairness metrics themselves may be helpful to guide
PETs’ evaluation. For instance, demographic parity and equalised
odds were used for the evaluation of membership inferences attacks
across subgroups in a dataset [63]. Yet, further research is needed,
as those solutions were applied only in specific situations and con-
sidering also the misalignment between PETs academic literature
and practices of software production [61].

The application of PETs can be functional to overcome individual
prejudice. For instance, the Lighthouse project by Airbnb aims at
uncovering and addressing disparities in how people of colour ex-
perience the platform, among others by eliminating guest profiles
photo prior to booking, which was demonstrated to be slightly
beneficial for guests who are perceived as Black by hosts [2]. When
PETs are operationalised not just in accordance with a strict in-
terpretation of data minimisation and information security, but in
such a way to comply with e.g., the purpose limitation principle,
to prevent scope creep [85], they arguably hint towards a greater
compatibility with socio-legal understandings of fairness.

Some legislative updates in the EU may contribute to improv-
ing PETs’ fairness from a technical point of view. Among the
requirements for providers of high-risk AI systems that the AIA
will probably include, is the need to establish a risk management
system running throughout the entire Al lifecycle (Art. 9 AIA) and
comply with data and data governance measures aimed, among
others, at debiasing datasets (Art. 10 ATA). We mentioned how this
provision may be difficult to comply with when Al systems are
trained on anonymised datasets. However, in so far as PETs can be
classified as (part of) high-risks Al systems (e.g., privacy-enhancing
algorithms), providers will have to abide by these rules. Art. 13
AIA contains also transparency requirements aimed at enabling
deployers to understand and use an Al system appropriately, which
could include information on the de-identification processes.

EU legislation may contribute to limiting anti-competitive prac-
tices under the pretext of protecting privacy, too. Despite not
addressing directly PETs for ML purposes, the DMA contains some
relevant provisions. The Regulation assumes that, due to e.g., their
size or types of services provided, certain (big-tech) platforms,
the so-called gatekeepers, may engage with practices suitable to
negatively affect data protection and competition. It therefore in-
troduces some rules to prevent this. Among the obligations listed
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in Chapter Il DMA, Art. 7 DMA mandates gatekeepers to, progres-
sively, make interoperable end-to-end messaging, calls and sharing
of images, voice messages, videos and other attached files between
individuals and groups of end users. Although derogations from
this rule remain possible, this provision could still enable overcom-
ing the current paradigm whereby the providers of services are
the same implementing cryptography solutions. Coordination be-
tween different regulatory authorities could improve the coherence
of overlapping sectors, such as competition and data protection [4].

New rights could contribute to empower users, at least to some
extent. In the case of federated learning and distributed analytics,
as well as secure multi-party computation, the first step would be
strengthening rights to information about the existence of this type
of processing whilst ensuring opt-out options [88]. This could also
promote fair competition in so far as it would limit the power of
those big techs who own devices [87]. Consistently with the DMA
provision previously mentioned, people may be given the right
to choose their cryptographic means [35]. However, it must be
clear that such individual rights are just a part of the solution. It
was noted how current data protection rights, especially under the
GDPR, put an excessive burden on individuals, who may lack the
necessary expertise to exercise them, whereby some privacy issues
are systemic and ought to be addressed not at an atomistic level
[81].

Yet, for rights to be effective, individuals need to be aware of
them, have enough resources to exercise them and be able to rely on
an enforcement mechanism in case of non-compliance [38]. Rights
such as cryptography would entail a level of digital literacy that
may be unavailable to laypersons. That is why increasing digital
education and enabling collective representations and actions is
essential to ensure that people who lack resources are granted
justice.

In the meantime, a possible means to ensure that trade-offs be-
tween PETs and fairness issues emerge and are addressed in the
practice is through impact assessments. Indeed, to be effective,
PETs need to be combined with other organisational measures [51].
Like impact assessment enables the operationalisation and contex-
tualisation of fairness [19], it could enable the operationalisation
and contextualisation of privacy. Hereafter, we will focus on a
specific form of impact assessment, which is the Data Protection
Impact Assessment (DPIA), regulated by Art. 35 GDPR. DPIAs can
be defined as processes to support the informed decision-making of
controllers, legally requested to self-evaluate the consequences of
personal data processing likely to result in a high risk for the rights
and freedoms of natural persons [58]. They root, among others,
in Privacy Impact Assessments (PIAs), that were operationalised
in such a way as to center on data quality and data security [68].
Accordingly, even nowadays, many DPIAs are focused on data
security profiles, despite scholars challenging this trend [52, 57].
Whereas in the US DPIAs are reconducted in self-regulatory envi-
ronments, in the EU they belong to the regulatory framework [10].
DPIAs are, or ought to be, expressions of collaborative governance,
with collaborative processes, participation of different entities, local
experimentation, public/private partnerships and flexible policy
formation, implementation and monitoring [76]. They could enable
collaborations between e.g., legal scholars, computer scientists and
even data subjects, contributing to awareness of the risks for rights
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and freedoms raised by data processing, thus even by the applica-
tion of PETs. DPIAs have been considered potentially extremely
relevant in the context of ML design [30] and their importance
is recalled in Recital 7 DGA stating that the application of PETs
“together with comprehensive data protection impact assessments
and other safeguards, can contribute to more safety in the use and
re-use of personal data and should ensure the safe re-use of com-
mercially confidential business data for research, innovation and
statistical purposes”. It was already noted how DPIA could be useful
to consider trade-offs between data protection by design and data
subjects’ rights [89] and plays a role in the operalisation of fairness
[53]. Yet, a DPIA could support decision-makers in choosing the
best PET depending on the context of use. Even PETs themselves,
like privacy-enhancing algorithms, could be assessed through a
DPIA.

Admittedly, some caveats remain. Being regulated under the
GDPR, DPIAs apply exclusively to personal data, and it can be
argued that trained models do not encompass them. Yet, when
models are vulnerable to de-anonymisation attacks, they ought to
be treated as personal data [63]. Then, only controllers are legally
obliged to perform DPIAs. Determining who the controller is in the
ML learning lifecycle may be a challenge. Finally, consultation of
data subjects and other entities during a DPIA is a best practice but
not a legal obligation (except the consultation of the data protection
officer (DPO), meaning that key features of this process remain
demanded to the goodwill of data controllers. Furthermore, such
entities need to be put in the condition of meaningfully participating
in the process, to prevent risks of participation washing [77].

Whilst this list of solutions is far from being exhaustive, we deem
it sufficiently comprehensive to demonstrate how both technical
and legal or otherwise regulatory instruments could be functional
to tackle the problem of the unfair side of PETs.

6 CONCLUSIONS

In this paper, we shed some light on the underexplored topic of
the unfair side of PETs, building on computer science and legal
literature of mainly EU and US scholars. We explained how, due to
the multidimensionality of the notion of fairness, even the fairness
implications of PETs are multidimensional, ranging from strictly
technical concerns connected to bias to broader socio-legal chal-
lenges, including market power imbalances. After clarifying how
our understanding of the possible unfair side of PETs (Section 2)
and providing an overview of PETs relevant to ML and Al training
purposes, divided into data obfuscation, encrypted data processing
and federated and distributed analytics (Section 3), we engaged
with our fairness-inspired critique thereof (Section 4).

To facilitate the dialogue between legal and computer science
experts and better understand PETs in the EU context, we first pro-
vided some terminological clarification as to the notions of privacy,
confidentiality and data protection and challenged a narrow oper-
alisation of privacy, based on a strict interpretation of the principle
of data minimisation and information security. We then entered
into details as to the fairness challenges brought PETs, We noted
how anonymisation based on stripping away identifiers may under-
mine bias discovery and how the reversibility of this technique is
affected by protected characteristics. Likewise, the effectiveness of
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differential privacy appears to change across groups with protected
characteristics. Similar concerns as to re-identification exist also
for pseudonymisation. Synthetic data could represent a promising
solution as they limit the need to rely on sensitive information, but
they are not exempted from bias propagation risks, nor do they
ensure that otherwise debiased Al tools are not oppressive. Risks of
bias propagation exist also for federated and distributed analytics
and multi-party computation. As to fairness in a socio-legal sense,
we noted how, through federated and distributed analytics, data
subject autonomy may be undermined in so far as they do not have
the power of opting out of these processes. Meanwhile, big tech
which own devices may exploit their market power. As to encryp-
tion tools, the current implementation of cryptographic solutions
both limits the choice of data subjects and is suitable to undermine
competition.

To remedy this situation, both technical and regulatory solutions
appear possible (Section 5). We mentioned computer science stud-
ies that managed to reconcile, in some cases, privacy, accuracy and
model fairness. We reflected on the role of EU regulatory instru-
ments, such as theAIA and the DMA, in improving PETs fairness
from both technical and socio-legal points of view. We nevertheless
called for the creation of new rights of information and opt-out
concerning federated and distributed analytics, as well as a right to
choose our own cryptography. Yet, we highlighted how, in paral-
lel, people need to be put in condition to exercise their rights and
called for introducing collective rights. We proposed to use DPIAs
to support practitioners in both evaluating PETs and choosing the
most appropriate solution for the specific context, whilst aware of
the limitations of this instrument.

Whereas with this work we sketched possible unfair sides of
PETs and solutions to them, this subject ought to be further inves-
tigated. The technical fairness challenges arising from PETs, as
well as possible remedies to them, need to be further explored in
multiple contexts of use. The situation is further complicated by
the fact that PETs can be combined. As privacy engineering evolves
and technology matures, new challenges may emerge. Meanwhile,
even the legal panorama is constantly evolving, both in the EU
and at a global level. Whether the legal and regulatory instru-
ments previously discussed would be able to effectively change the
practices of tech developers is still uncertain. Meanwhile, due to
the underrepresentation of technical experts among EU legislators,
risks of mismatches between regulatory requirements and techni-
cal possibilities remain. Overlaps of different legal domains, like
data protection, competition, consumer and non-discrimination, are
more and more frequent, so a need for comparative legal research
and or cooperation among regulatory authorities in the attempt
to preserve the consistency of EU law. Last but not least, more ef-
forts are required to increase digital literacy to increase individual
autonomy in choosing, e.g., cryptographic means or opting out of
federated analytics. Enhanced literacy would also be functional to
meaningful participation of laypersons, and not just experts, in the
DPIA process and more in general in the Al lifecycle.
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