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ABSTRACT
The recent prevalence of publicly accessible, large medical imag-
ing datasets has led to a proliferation of artificial intelligence (AI)
models for cardiovascular image classification and analysis. At
the same time, the potentially significant impacts of these models
have motivated the development of a range of explainable AI (XAI)
methods that aim to explain model predictions given certain im-
age inputs. However, many of these methods are not developed or
evaluated with domain experts, and explanations are not contextu-
alized in terms of medical expertise or domain knowledge. In this
paper, we propose a novel framework and python library, MiMI-
CRI, that provides domain-centered counterfactual explanations of
cardiovascular image classification models. MiMICRI helps users
interactively select and replace segments of medical images that
correspond to morphological structures. From the counterfactuals
generated, users can then assess the influence of each segment on
model predictions, and validate the model against known medi-
cal facts. We evaluate this library with two medical experts. Our
evaluation demonstrates that a domain-centered XAI approach can
enhance the interpretability of model explanations, and help ex-
perts reason about models in terms of relevant domain knowledge.
However, concerns were also surfaced about the clinical plausibility
of the counterfactuals generated. We conclude with a discussion on
the generalizability and trustworthiness of theMiMICRI framework,
as well as the implications of our findings on the development of
domain-centered XAI methods for model interpretability in health-
care contexts.
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1 INTRODUCTION
In the recent decade, research studies on cardiovascular imaging
have grown significantly due to the prevalence of publicly accessi-
ble, large datasets that have been made available to artificial intelli-
gence (AI) researchers [19, 48, 53, 58, 61]. Coupled with advance-
ments in AI and machine learning (ML) methods, increasingly so-
phisticated models have been developed to support diverse clinical
tasks from image segmentation to patient risk assessment and clas-
sification [48, 53, 61]. At the same time, the potentially significant
legal and ethical consequences of medical AI classification models
[10, 44, 65] have led to concerns about their trustworthiness, trans-
parency, and interpretability [3, 64, 71]. To address these concerns,
a range of explainable AI (XAI) methods, such as saliency maps [47],
image perturbation [37], and example-based approaches [60], have
been developed to explain model predictions given certain image
inputs [12, 49, 62].

However, these methods often do not contextualize explanations
in terms of relevant domain knowledge, thus limiting their inter-
pretability and usefulness to domain experts. Saliency maps, for
example, often produce outputs similar to simple edge detection,
which can lead to risks of confirmation bias [1]. More seriously,
many XAI methods and feature attribution tools are not evaluated
with domain experts [57], and do not improve human interpreta-
tions ofmodel behavior [6, 9]. Taken together, these limitations have
led some researchers to conclude that “most work in explainable
artificial intelligence uses only the researchers’ intuition of what
constitutes a ‘good’ explanation” [45], highlighting the need for con-
textualized XAI methods that are developed for and interpretable
to domain experts. In the healthcare domain, for example, a cardi-
ologist who wants to understand and evaluate a model trained to
classify hypertension in cardiac magnetic resonance images (MRIs)
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may want to probe howmorphological features, such as the various
heart chambers, influence model predictions. They may also want
to validate model predictions against known medical facts, such
as testing how patient age increases the predicted likelihood of
hypertension.

Prior works have found that XAI methods centering user con-
text and domain relevant concepts more effectively support model
explanations [17, 29, 33]. In this paper, we build on these existing
approaches to develop the MiMICRI (Morphological MIxing for
Interactive Counterfactual Recombined Images) framework for
domain-centered counterfactual explanation of cardiovascular im-
age classification models. Counterfactual explanation is an XAI
technique that, for a given input instance and an AI model, identi-
fies the minimal perturbations necessary for the outcome predicted
by the AI model to change. They help users reason about the causes
behind certain outcomes, and what it would take to change that
outcome. It has been argued that counterfactuals make for effec-
tive explanations because they are intuitive and actionable [13, 20],
compliant with legal regulations such as the GDPR1 [64, 65], and
are model-agnostic [65].

MiMICRI relies on state-of-the-art segmentation algorithms to
identify the domain-relevant morphological features in an image
that can be perturbed to generate counterfactual images. To explain
why a particular target image has a certain predicted label, domain
experts can first select morphological segments to mask and re-
place with corresponding segments from other images, creating
recombined instances. The same predictive model is then used to
generate new labels for the recombined images. If a recombined
image has a different label from the original target image, it is then
a counterfactual of that target image. Since the framework gener-
ates recombined images by replacing only selected morphological
segments, this allows users to attribute changes in model predic-
tions to the replaced segments, thus providing an explanation of
the model based on domain-relevant morphological image features.

To explore the effectiveness of our proposed MiMICRI frame-
work, we implemented components of the framework as a Python
package of the same name. We then worked with two healthcare
experts to evaluate the interpretability and effectiveness of the
counterfactual explanations generated. Overall, experts found that
MiMICRI was helpful for reasoning about the relative influence of
morphological features on model predictions, validating the model
in context of known medical facts, and comparing between patient
subgroups. However, they also raised potential concerns around the
clinical plausibility of the recombined images due to the structural
and physiological interdependence of image segments. In section
6, we discuss the implications of these concerns on the develop-
ment of domain-centered XAI methods for model interpretability
in healthcare domains.

To summarize, the main contributions of our work are the fol-
lowing: i) the MiMICRI visualization framework for counterfactual
explanation and inspection of cardiovascular image classification
models, ii) the MiMICRI Python visualization package, which pro-
vides an implementation of the proposed framework, iii) findings
from an evaluation of MiMICRI with two experts, and iv) a dis-
cussion of the generalizability, trustworthiness, and implications

1General Data Protection Regulation

of our findings for developing domain-centered XAI methods that
enhance model interpretability in healthcare domains.

2 RELATEDWORK
This section examines recent advancements made in the fields of
AI, explainable AI, and visual analytics applied to medical imaging
data, with a focus on cardiovascular imaging.

2.1 Cardiovascular image analysis using
AI/ML/DL Models

Recently, the number of research studies on cardiovascular imaging
has grown significantly due to the prevalence of publicly accessible,
large datasets and the rise of artificial intelligence (AI) methods. In
addition, the rapid developments in the field of computer vision
havemade it possible to apply neural networks trained withmedical
imaging data to a variety of tasks such as automated segmenta-
tion of cardiac structure, volumetric estimation, disease diagnosis,
and outcome prediction (death or cardiac events). Various model
architectures, ranging from convolutional neural networks to trans-
formers, have been adapted for the purpose of predicting clinical
outcomes based on information extracted from medical imaging
datasets. There are various types of medical images that are being
used for such purposes, such as CardiovascularMagnetic Resonance
(CMR), echocardiography (ultrasound), computed tomography (CT),
and nuclear imaging. Active research in this field has become fea-
sible, thanks in part to the open accessibility of imaging data and
their corresponding clinical measurements being made available to
AI researchers (e.g. UK Biobank [19, 58]). For more detail, readers
may refer to the following reviews [48, 53, 61].

2.2 XAI approaches for medical image analysis
Many XAI approaches have emerged within the field of computer
vision and have been adapted for the analysis of medical imag-
ing models. Previous surveys [12, 49, 62] offer comprehensive re-
views of these XAI methods. Of these, one of the most popular
approaches for cardiac imaging analysis is the use of saliency maps
(pixel-attribution maps). These model-based approaches visualize
attention by employing various class activation mapping methods,
and applying a heatmap to highlight the pixels in an input image
that contribute most to the outcome. For instance, Grad-CAM has
been employed to identify the areas in echocardiograms of new-
borns that contribute the most to pulmonary hypertension [47].
Perturbation-based approaches, which are model-agnostic, explain
predictions by replacing portions of an input image and display-
ing the predicted outcome of the altered image. They have been
employed to identify critical brain features contributing to autism
spectrum disorders [37]. In contrast, example-based approaches
explain predictions by presenting a similar sample from the train-
ing data. Still other researchers have proposed generating image
patches from the training data and displaying prototypical examples
that resemble a given image [60].

While these automated approaches can provide reasonable ex-
planations, they may fall short when it comes to explaining why
a specific instance is predicted as a certain class by the underly-
ing model. Pixel-attribution methods, such as saliency maps, as-
sign importance to individual pixels, which may not be readily
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interpretable to clinicians. Furthermore, these explanations have
been found to resemble simple edge-detection [1], and do not pass
benchmark tests for interpretability [9]. Feature perturbations have
shown some promising results, but it can be challenging to automat-
ically perturb images in a biologically plausible manner. Similarly,
example-based approaches may not elucidate how the model makes
decisions based on the entire image, as they only display similar
samples from prototype patches.

In response to these challenges, prior studies have shown that
when working with tabular data, counterfactual explanations per-
formed better than saliency maps and reduced over-reliance on
“wrong” AI outputs during clinical decision making [36]. This sug-
gests the potential for counterfactual image generation to also serve
as an effective approach for explaining image classification models
in the same context. Many studies have proposed semantic coun-
terfactual image generation approaches to explain AI models for
general (i.e. non-medical) applications [26, 63, 74]. These frame-
works extract semantic regions from a target image and replace a
subset of these regions to generate a counterfactual of the query
image. However, users often have no control over the image regions
replaced, which may not always be relevant or appropriate for a
particular domain application. Additionally, in all frameworks, only
a single counterfactual is produced to explain a target image. This
can limit the effectiveness of the frameworks since having multiple
counterfactuals with slightly different perturbations provides a bet-
ter explanation than a single sample [13, 65]. Furthermore, many
existing counterfactual image generation techniques were also not
developed for medical domains where there is a need to match and
compare patients based on demographic characteristics [70]. In
these contexts, users may require more control over the source of
the replacement regions in order to ensure that the characteristics
of the source and target images/patients are sufficiently similar.

While there exists an approach, GANterfactual [43], which ap-
plies a similar segments-based counterfactual generation frame-
work to medical images, GANterfactual automatically computes
image segments using the SLIC algorithm [50], resulting in unla-
beled segments that do not necessarily map to high-level features
(e.g. morphological features). In this paper, we build on existing
frameworks to develop a domain-centered counterfactual genera-
tion approach for cardiovascular image classification models that
provides interpretable and domain relevant explanations for medi-
cal experts.

2.3 Visualization for XAI in (medical) image
analysis

To date, various visualization systems have been developed to
explain AI trained on image data. They help in identifying out-
of-distribution samples [11], guiding clustering algorithms [31],
diagnosing and refining the layers of deep neural networks [38–
40, 66, 68], searching for similar images [8], identifying visual con-
cepts [24], detecting and resolving biases [32], and comparing the
performance of generative adversarial nets [67]. Of these visual ana-
lytics applications, somewere developed specifically for the medical
domain [8, 31, 70]. Motivated by a need to explain clinical decision
support systems and improve user acceptance of AI-assisted deci-
sion making, these prior studies collaborated with physicians and

pathologists to design and build visualization systems that support
expert-guided refinement of medical image search results [8] and
image classification [31], as well as the identification of key image
features that influence AI image analysis [70]. Findings from the
CheXplain system [70], in particular, demonstrated the effective-
ness of comparative and contrastive examples for explaining model
predictions. However, CheXplain selects these contrastive examples
from in-data set images instead of generating new counterfactual
instances. Furthermore, participants also mentioned that since phys-
iological features may appear different for patients with different
characteristics/demographics, there remained a need for tools that
help them group patients and compare features by subgroup.

At the same time, a range of visual analytics systems have also
been developed that broadly aims to provide counterfactual expla-
nations of machine learning models across domains. In these tools,
users were able to guide the counterfactual generation process [13],
analyze the importance of various features for model prediction
[20, 69, 76], and compare counterfactuals between user-defined sub-
groups [13, 21, 69, 76]. In evaluation studies, not only were these
visual analytics systems found to provide effective explanations of
AI models, the ability for subgroup comparison was also crucial for
evaluating model fairness [69] and revealing bias [13]. However,
the majority of existing systems were developed primarily for tab-
ular data. For example, some functions of the What-If Tool [69],
such as data perturbation and editing, could not be used on image
data sets. These limitations highlight the challenges of generating
counterfactual explanations when working with image data. The
concept of a domain-relevant “feature” cannot be captured through
pixel perturbations, which complicates the process of generating
an interpretable and meaningful counterfactual through minimal
edits. In this paper, we address this challenge with MiMICRI, a
domain-driven counterfactual explanation framework for cardio-
vascular image classification models. We describe the details of this
framework in the following section.

3 THE MiMICRI FRAMEWORK
The MiMICRI framework (Fig. 1) is developed to explain decisions
made by cardiac image classification models using counterfactual
explanations grounded in relevant context and domain knowledge.
Consider an AI model trained to predict the likelihood of a pa-
tient having hypertension from their cardiac MRI data. Domain
experts – such as data scientists and healthcare providers – may
want to understand how the model is making predictions based
on domain-relevant MRI image/video features. These experts may
also be interested in validating the model based on known medical
knowledge. For example, when doctors evaluate for hypertension
in cardiac MRIs, they expect the LV myocardium to be thickened.
They may thus want to validate that changing this morphologi-
cal feature influences model predictions in the expected direction
(i.e. thinner LV myocardium decreases the likelihood of predicted
hypertension and vice versa).

3.1 Counterfactual Generation Criteria
To guide our initial development of MiMICRI, we identified three
criteria from prior works that should be satisfied to produce a good
counterfactual:
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Figure 1: A high-level summary of the MiMICRI framework. To explain a classification MODEL, users can identify domain-
relevant semantic image segments in each image in the data set, then replace segments in a target image with corresponding
segments from a source image. This creates a recombined image. If the MODEL predicts that the recombined image has an
alternate label to the target image, this recombined image is a counterfactual, and we can conclude that the replaced segment
changed the MODEL prediction.

(1) Sparse/Minimal. A counterfactual should make the minimum
amount of changes needed to change the predicted label of an
input image or video [13, 26–28, 65, 74, 76]. Users should be able
to quickly identify the changes made, and reason about how
they affected model predictions.

(2) Plausible. Also referred to as post-hoc validity, counterfactuals
should be data instances that can realistically occur [13, 27, 28].
For example, completely removing the left ventricle from an
MRI will likely change the predicted model output, but this is
not informative because such an MRI is unlikely to be obtained
naturally from a patient.

(3) Meaningful. Since counterfactuals are meant to explain model
predictions, this criteria ensures that the counterfactuals gener-
ated are sufficiently human-interpretable and explanatory [26].

While these criteria are best-practices that apply to counterfac-
tual generation regardless of data modality, it is not always clear
how they should be extended to images and videos in particular.
For instance, a counterfactual image that is sparse/minimal might
not satisfy the meaningful criteria. Consider adversarial attack al-
gorithms (for example [16, 18, 25]) that make minor perturbations
to image pixels to change the model prediction. While these ap-
proaches might meet the sparsity criteria, the changes are often
undetectable to the human eye, and the resulting images are rarely
referred to as counterfactuals since they do not provide meaningful
explanations of the model [65].

The MiMICRI framework is inspired by existing image data aug-
mentation methods such as CutMix [73], Mixup [75] and Cutout
[15] that identify a bounding box in an image that can be masked
and/or replaced with pixels from another image, thus creating new
images from available data. However, in these prior methods, the
resulting outputs are not designed to appear realistic (or plausi-
ble), often producing images with missing patches [15] or areas
that are visibly recombined [73, 75]. MiMICRI extends these prior
approaches by using segmentation algorithms trained on expert

labels to identify domain-relevant morphological features to mask
and replace. In cardiac MRI data, for example, the left ventricle (LV)
cavity, LV myocardium, and right ventricle (RV) cavity may be the
relevant features to segment and identify.

To explain the predicted label for a particular target image, ex-
perts using MiMICRI can select and replace segments in the target
image with corresponding segments from source images that have
a different predicted label. This replacement process generates new
recombined images. If a recombined image is also predicted to
have a different label from the original target image, it is then a
counterfactual of the target image. Since only relevant morpho-
logical segments were replaced, and replacement segments were
sampled from real (in-data) patient MRIs, this approach ensures
that the counterfactual is plausible and meaningful. Furthermore,
since the rest of the original target image remains unaltered, the
changes are also sparse/minimal, allowing users to attribute any
differences in model predictions to the replaced segments. The
MiMICRI framework has four main components: Image Segmenta-
tion (Pre-processing), Feature Selection, Image Recombination, and
Counterfactual Inspection (Fig. 2). We describe each component in
detail in the following sections. Our example uses MiMICRI to
explain a model trained to predict hypertension likelihoods from
cardiac MRI data.

3.2 Pre-processing: Segmentation
MiMICRI assumes that all images/videos in the data set have been
segmented to identify the high-level semantic visual features rel-
evant to the user and the domain. While this pre-processing can
be completed manually, it is also possible to train a segmentation
algorithm based on expert labels. In our example (Fig. 2), three
key morphological features are identified: the LV cavity, the LV
myocardium, and the RV cavity.



MiMICRI: Towards Domain-centered Counterfactual Explanations of Cardiovascular Image Classification Models FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil

Figure 2: The detailed MiMICRI framework and corresponding visualization modules. Top: Users interactively select source
and target images or videos. They can also select combinations of segmented features to be replaced. Selected segmented areas
(e.g. circular shapes in orange for LV Cavity) are overlaid on top of MRIs at their corresponding positions. Bottom: Selected
morphological segments from target(s) are masked and replaced with corresponding segments from source(s). We implemented
the MorphMix method to do this. New predicted labels are generated for the recombined images or videos. Users interactively
inspect the model by viewing the counterfactuals generated for each replaced segment.

3.3 Feature Selection
The framework starts with selecting the images/videos and cardiac
segments for counterfactual generation. Users can first select a tar-
get cardiac MRI with a certain model prediction (e.g. hypertension)
to be explained (Fig. 2, 1). They can also select a set of source MRIs
with the opposite predicted label (e.g. no hypertension) (Fig. 2, 3
and 4), and the combination of segments to replace (Fig. 2, 2).

3.4 Image Recombination
Having selected the source image(s) and segment(s) to replace,
MiMICRI next generates all possible recombined images (Fig. 2,
5). In this paper, we developed the MorphMix method (see Section
4.3) for segment replacement, however, other methods can be con-
sidered in future work, such as training a generative adversarial
network to inpaint a masked area.
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3.5 Counterfactual Inspection
Finally, after generating multiple recombined images, the same
hypertension model can be used to predict the disease likelihood
of the recombined images. Images with a predicted label different
from the original target image would be considered counterfac-
tuals. Since the recombinations are identical to the target in all
places except for the replaced segments, we can conclude that any
counterfactual predictions (a different label from the original target)
must be attributed to the replaced segments. Furthermore, if experts
selected multiple different combinations of segments for recombi-
nation, they can also compare the relative influence of different
morphological features on model prediction.

4 MiMICRI
To implement the steps of the MiMICRI framework, we built a
Python visualization package2 that includes a selector module and
the MorphMix method. The selector module helps users interac-
tively select source and target images, as well as segments to be
replaced. Using the selected images and segments, the MorphMix
method then generates recombined images by replacing selected
morphological segments in the target images with corresponding
segments in source images. The recombined images can be fed
into the same classification model to generate new predicted la-
bels. In the following sections, we detail the implementation of the
MiMICRI package. MiMICRI uses the IPyWidgets3 framework and
is designed to work in JupyterLab. Module front-ends are imple-
mented in React4, D3 [7] and WebGL5.

4.1 Data Set, Hypertension Predictive Model,
and Image Segmentation

To demonstrate MiMICRI, we trained a video classification model
to predict hypertension from input MRIs. Each MRI is a video
with 50 image frames. We used a 3D ResNet [22] for the model
architecture comprising 50 layers with alternating 3D convolutional
and batch normalization layers following the guidelines from the
original paper. For the dataset, we randomly split 23,043 patients’
cardiac MRI scans of UK Biobank [58] into training (18,434) and test
(4,609) datasets. We downsampled and standardized the MRI scans
to 50×128×128 (frames×width×height). For training, we selected
a batch size of 16 to balance memory usage and computational
efficiency. To facilitate convergence, we used the Adam optimizer
with an initial learning rate of 0.001, which can be adjusted during
training using learning rate schedulers, such as a step decay or
cosine annealing schedule. After training for 100 epochs, the model
achieved a performance of accuracy 0.87 and auroc 0.65. We saved
the weights of the trained model and used it for the demonstration
and use case in the following sections. To protect the privacy of
patients’ healthcare data, we do not describe personally identifiable
information of patients. We also exclude any original MRI files in
the code repository and in system screenshots. We segment all
cardiac MRIs using the state-of-the-art ukbb_cardiac library [4, 5].

2https://github.com/IBM/mimicri
3https://ipywidgets.readthedocs.io
4https://react.dev/
5https://www.khronos.org/webgl/

4.2 Feature Selection: Selector
The selector visualization module (Fig. 3) is designed to help users
systematically generate recombined images by selecting 1) the seg-
ments to replace, and 2) the source images to be used as replace-
ments. Before using the selector module, users should segment all
files to identify domain-relevant morphological features. In our ex-
ample, we use the LV cavity, the LV myocardium, and the RV cavity
segments. Users can instantiate the module using the Selector()
function. This function accepts as parameters the target image
to be explained, sources with a different label from the target, an
imgReader function that converts all file paths to a numpy array,
and a segMap object that includes the names of the segments iden-
tified. On load, the selector module will display the target image in
the top panel (Fig. 3, 1). The bottom panel is where users can filter,
explore, and select source images for recombination.

4.2.1 Select image segments for recombination. All segments identi-
fied during pre-processing are shown in overlay over the target and
source images or videos. Users can manually select the segments
to be used in the subsequent MorphMix method (Fig. 3, 2). This
allows MiMICRI users to determine the image features that should
be replaced based on domain knowledge and prior expertise. Users
can also toggle the visibility of the overlay for the target and source
panels separately. Once users have selected the segments they want
to recombine, they can access the indices of the segments using the
.segments command in a subsequent JupyterLab notebook cell.

4.2.2 Dynamically filter, explore and select source images for re-
combination. Using the drop-down menu in the bottom panel of
the selector module, users can successively filter the source subset
based on their demographic data (Fig. 3, 3) and view the subset
of filtered images or videos. The distribution of each variable is
visualized as a histogram, and the range of selected values can
be modified by dragging the range slider along the x-axis of each
histogram (Fig. 3, 4). For example, if a target cardiac MRI is from an
individual aged 65 years, we may want to select source MRIs from
patients with a similar age range to control for any age-related
differences. Once a value range is selected, the icicle plot dynam-
ically updates to reflect the cohort size after the new filters are
applied (Fig. 3, 5). Below the icicle plot is a unit visualization of all
possible source images provided (Fig. 3, 5). Selected source images
are colored dark blue and left-aligned such that the unit visualiza-
tion is visually consistent with the lowest layer of the icicle plot. A
gray rectangular brush can be dragged along the horizontal axis so
that users can view the selected source images/videos in the tiled
display below. By design, ∼50 images or videos can be displayed
at any time for rendering efficiency. Once users are content with
the selected sources, they can access the IDs of the selected items
using the .subset command in a subsequent JupyterLab cell.

4.3 Image Recombination: MorphMix
After selecting the target, source(s), and segment(s) to replace, the
Selector.morphmix() function can be used to generate recom-
bined images. In the case of video data, each frame can be processed
as a separate image. The MorphMix method first masks the selected
morphological segments of interest in an image or video – that is
to say, the pixels belonging to the segment(s) are removed (Fig. 4,
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Figure 3: The MiMICRI selector module. In this module, users can 1) view a target image or video, 2) select segments to replace,
3) select source images by demographic by adding filter variables, 4) view and modify the range of selected values for each
demographic filter, 5) view the selected subset in an icicle plot and corresponding unit visualization, and 6) view detailed source
images or videos by dragging the brush over the unit visualization. In both the top and bottom panel, the visibility of the
overlay can be toggled. If the files are videos, the videos can be paused. The panels can be resized.

Middle). More than one segment can be selected during this pro-
cess, and different sets of segments can be tested combinatorially.
The method then replaces the masked target segment(s) with the
corresponding segment(s) from the selected source image(s) (or
video frame). In our MorphMix implementation, we use a heuristic
method to align the centroids of the segment(s) to be replaced. We
then start at the centroids and use flood-fill to copy pixels from
the source image into the target. This outputs a recombined image
with only the segment(s) of interest replaced. The rest of the image
pixels will be identical to the original target image (Fig. 4, Right).

4.4 Counterfactual Inspection
Finally, new labels can be generated for all recombined images
using the original predictive model to identify counterfactuals (i.e.
recombined images with a different label from the original tar-
get image being explained). In our example, we took the first 100
MRIs in the data set, of which 21 were predicted to have hyper-
tension, and 79 were predicted to have no hypertension. We ran
Selector.morphmix() using the hypertension group as sources
and the no hypertension group as targets, replacing all possible
combinations of the three identified cardiac segments. We then
repeated the run, switching the source and target groups. In to-
tal, we generated 23226 recombined images (21 hypertension × 79

Figure 4: Left: A single frame from a source cardiac MRI.
Middle: A single frame from a target cardiac MRI with all 3
cardiac segments to be masked. Right: A recombined frame
where pixels from the 3 corresponding cardiac segments in
the source image were copied into the target image. Note how,
with the exception of the replaced segments, the recombined
image is identical to the target.

no hypertension × 2 runs × 7 segment combinations). Using the
same hypertension predictive model, we generated labels for all
recombined images (Table 1). The results correspond well to ex-
pected intuitions, where replacing more segments influenced model
predictions to a greater extent, resulting in more counterfactuals
generated. This suggests that the hypertension predictive model in
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segment(s) replaced counterfactuals (count) unchanged (count) % counterfactuals
LV cavity 520 2798 0.157
LV myocardium 0 3318 0.000
RV cavity 496 2822 0.149
LV cavity + LV myocardium 639 2679 0.193
LV myocardium + RV cavity 762 2556 0.230
LV cavity + RV cavity 471 2847 0.142
LV cavity + LV myocardium + RV cavity 782 2536 0.236

Table 1: Count and proportion of counterfactuals generated from 23226 recombined images. In general, replacingmore segments
influenced model predictions to a greater extent, resulting in more counterfactuals.

our example has, correctly, learned associations between cardiac
features in an MRI and hypertension likelihoods. However, there
remain notable exceptions. For example, unlike established medical
cases, our results indicate that replacing the LV myocardium alone
did not affect model predictions at all. We discuss this further in
expert evaluations (Section 5.2).

5 EVALUATION
Since there are fewmethods for counterfactual generation in health-
care, and, to the best of our knowledge, none for cardiovascular
imaging specifically, we evaluate the MiMICRI framework in two
ways: first by inspecting the algorithmic segmentation outcomes of
the recombined images generated, and secondly, through human
validation in collaboration with two clinicians who have expertise
viewing and assessing cardiac MRIs.

5.1 Evaluation by Segmentation
Before presenting MiMICRI to experts, we first evaluated the gener-
ated recombined images by running the same ukbb_cardiac segmen-
tation model on a random set of recombined images with different
combinations of source, target, and replaced segments. We then
manually inspected the segmentation outputs. As seen from Fig. 6,
the segments identified corresponded well to their respective source
and target images, providing initial validation that the framework
produced recombined images of sufficient similarity to real MRIs
for cardiac segments to be identified algorithmically.

5.2 Expert Evaluation
We worked with two healthcare domain experts (2M) to evaluate
the MiMICRI framework. E1 is a pediatric cardiologist of 9 years.
His work involves performing clinical cardiovascular MRI (CMR)
exams, deriving imaging-based biomarkers in congenital heart dis-
ease (CHD), as well as studying the use of wearable biosensors for
CHD. He uses AI models daily in CMR exams, specifically for image
segmentation, but has yet to apply them to patient prognosis as such
models are still under development. E2 is a data scientist of 8 years
in functional brain imaging, and who has recently transitioned to
cardiac imaging. His work mainly involves developing novel ML
algorithms related to cardiac MRI acquisition and shape modelling
of the heart, as well as supporting data extraction, transforma-
tion and loading processes for clinical outcomes research. In prior
work, E2 has used convolutional neural networks (VGG16 [56]) and

functional MRIs (a type of brain imaging) to measure differences
between young and older adults during visual perception.

In a series of three meetings with the experts, we presented the
end-to-end MiMICRI framework (Section 4) using the hypertension
prediction model for demonstration. The meetings took place virtu-
ally, and lasted about an hour each. Separately, we also provided a
set of MorphMix recombined cardiac MRIs to the experts for evalu-
ation. The recombined cardiac MRIs shared with the experts varied
by source image, target image, and segments replaced. In following
sections, we discuss the expert feedback and concerns raised.

5.2.1 MiMICRI’s framework and implementation provided more
domain-relevant and interpretable explanations of model outputs
than current methods. As part of his prior expertise, E2 has used
existing explainability tools such as saliency maps [55] and Grad-
CAM [51, 52] to inspect and evaluate the models he developed.
Compared to the previous methods, E2 found MiMICRI “less techni-
cally demanding”, as it hides the technical details and allowed users
to inspect model performance through the counterfactual explana-
tions generated. In contrast, tools like Grad-CAM expected users “to
have certain knowledge about the structures of those models and the
underlying machine learning frameworks” (E2). Users of MiMICRI
could also make domain-relevant manipulations of the counterfac-
tual explanations that are relevant to the clinical scenarios, which
is rarely offered by existing explainability tools. More crucially for
domain experts, these recombined images helped them interpret
and validate the model in context of their domain knowledge. When
viewing Figure 4, for instance, E1 quickly reasoned that “one would
hope that you’re not looking at abdominal fat... if your AI model is
only just looking at subcutaneous fat in the abdomen or in the chest
wall, and then it’s making a prediction based on that, it probably
doesn’t matter which part of the heart you put into the new image or
not.” Taken together, both experts found that MiMICRI was more
effective and interpretable than many existing approaches.

5.2.2 Allowing users to select combinations of segments to replace
across multiple source and target images supported more nuanced
interpretation of model predictions. During the evaluation, experts
were particularly interested in the possibility of replacing specific
segments of cardiac MRIs. For example, E1 asked about combining
“the small LV with the dilated RV” or “a thick LV with a normal
thickness RV”, going on to explain that “those are probably going to
be more physiologically explicable than taking the heart, the entire
heart image, out of one person putting it in the other.” Additionally,
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E2 also mentioned that “an advantage of this toolbox is that it gen-
erates positive (counterfactuals) and negative (not counterfactuals)
recombined images.” As such, though only some recombined images
are counterfactuals, by selecting different combinations of source,
target, and morphological segments, users can generate multiple
recombined images that, when aggregated (as in Table 1), explain
how each morphological feature affects model predictions.

5.2.3 Filtering and creating subgroups from demographic data is
important to physicians but less crucial to data scientists. In clinical
settings, AI models trained on imaging data may not always in-
corporate demographic information about the patient as input. As
such, E2, a data scientist, found that the filtering and subgrouping
features in MiMICRI “might be unnecessary from a model develop-
ment standpoint” if the variable was not used during model training.
However, he also acknowledged that “demographic information of
a patient is crucial in clinical settings.” This is confirmed by E1, a
physician, who emphasized that when using MiMICRI, “you’d have
to do that within people with similar other clinical characteristics so
that you’re not biasing your data set and then having [the model]
predict off the clinical factors”.

In medical practice, BMI, weight, and abdominal fat, are all po-
tential biological indicators of increased hypertension likelihoods.
For a physician using a hypertension predictive model, it is thus
necessary to validate that the model provides “additional value”
(E1) beyond what is known about the patient. These concerns apply
to any specific clinical task or clinical prediction where “there’s a
whole bunch of confounders that come into play that you also have to
account for in the image let alone in the clinical history” (E1). This
also confirms prior works that found a need to compare patients
with similar characteristics since physiological features may appear
different between subgroups [70].

5.2.4 Results of the MorphMix method are not always clinically
plausible since segments are structurally interdependent. While Mor-
phMix was able to generate recombined images where the replaced
cardiac regions can be identified with high fidelity by our segmenta-
tion algorithm, E1 found that recombined cardiac MRIs were some-
times clinically implausible. As he described: “the LV myocardium
and blood pool (cavity) are completely interrelated because one bounds
the other, so you can’t change one without the other.” This likely also
explains the unexpected result in Table 1, where replacing the LV
myocardium alone did not generate counterfactuals because “the
structures are interrelated, so you can’t just pick the body of the LV
out without changing the shape or features of the other objects” (E1).

This highlights the challenge of recombining image segments
when they are structurally interdependent. Even in cases where
the segmentation algorithm can accurately identify features in
the recombined image, there may still be errors that are apparent
to domain experts such as E1 (Fig. 5, Middle). This suggests that
generating recombined images that better meet the plausibility
criterion will require alteration to parts of the image surrounding
the replaced segment. However, this would come at a trade-off to
requirements for sparse/minimal changes, since image differences
will no longer be limited to the segment being replaced. In future
work, a more in-depth study of different methods to mask and
replace image segments may better balance the trade-offs between
these criteria.

6 DISCUSSION
From expert evaluations, we found that theMiMICRI counterfactual
explanations helped users reason about model predictions based
on morphological structures and established medical knowledge
(Sections 5.2.1 and 5.2.2). These findings provide further support for
frameworks proposed in prior works that center user context and
domain relevant concepts to provide more effective model expla-
nations [17, 29, 33]. However, our expert evaluations also surfaced
concerns about the generalizability, trustworthiness, and plausibil-
ity of our framework. In this section, we discuss the implications
of these concerns on how domain-centered XAI methods should
be designed and developed.

6.1 Generalizability
Overall, while the experts found that the counterfactuals were use-
ful, they also raised concerns about how well the MiMICRI frame-
work applies to related data sets, such as other types of medical
imaging. To extend MiMICRI to other medical domains, generalist
models, such as the Segment Anything Model (SAM) [30], can be
fine-tuned to specific types of medical imaging [54] and diseases
[59]. Alternatively, recent advances in transformers for medical
images [42], active learning [41], and parameterized approaches
[35] can also be explored for segmentation.

At the same time, it must be highlighted that the MorphMix
method is most appropriate for organs that have “well defined
anatomical structures that you can easily replace” (E2), such as car-
diac and skeletal structures. It may not be as effective in generating
recombined images in organs with complex contours, such as cor-
tical foldings in the brain (E2). Similarly, E1 also mentioned that
“there are some organs or images that are more amenable to generating
realistic/biologically plausible images, so... human oversight is needed
to make the judgement [for when MiMICRI should be used].” This
concern emphasizes the necessity of collaborating with domain
experts to determine whether an XAI method would be applicable
to a particular task and usage scenario.

6.2 Model versus Explanation Trustworthiness
More crucially, it is necessary to acknowledge that while the goal
of many healthcare XAI tools, including MiMICRI, is to increase
user trust in AI models [2, 14], simply explaining a model does
not necessarily result in greater trust. And nor should it. In our
approach, while the recombined counterfactuals helped medical
experts reason about how the model made predictions, the counter-
factuals were not always clinically plausible (Section 5.2.4). Or as E1
described, “you can manipulate the image but that’s not what a real
person looks like.” This implausibility led E1 to go on to comment
that “I’m just worried about the implementation of MorphMix, not the
underlying idea of it”. This demonstrates that while explanations
can be useful, they may also be another source of error. In our
tool, some counterfactuals were valid while some were implausi-
ble (examples of both in Fig. 6), and we should take care that the
recombined images are never presented as real MRIs. Furthermore,
we should also ensure that there is transparency in both model and
explanation such that experts can evaluate the trustworthiness of
both methods.
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Figure 5: Expert feedback for four recombined images. Original source and target images were omitted for a compact layout.
Left: Two recombined MRIs and corresponding segmentation that were acceptable to experts.Middle: A recombined image with
a double wall in the RV. “Though that may not affect segmentation, it would likely affect any whole-image analysis” (E1). Right:
A particularly egregious example where physiological features were disordered and segmented regions contain artifacts.

This distinction between model and explanation has been high-
lighted in prior works by Sperrle et al. [57] and Hohman et al. [23].
Hohman et al., in particular, found it concerning when participants
were quick to rationalize explanations without questioning. How-
ever, their evaluation was performed with randomly selected data
scientists who were not necessarily domain (in their case, the hous-
ing market) experts. In contrast, our work suggests that domain
experts may be more cautious when evaluating XAI tools. Such
critical evaluations may be particularly important in medical do-
mains where misplaced trust in erroneous predictions can result in
serious adverse consequences [34, 46, 77]. Future work developing
domain-centered XAI methods should thus look beyond just con-
textualizing explanations based on domain relevant information,
but also ensure that both model and explanation are evaluated for
trustworthiness with experts.

6.3 Supplement, not Substitute, Expertise
Finally, while the MiMICRI framework can be useful for explaining
cardiovascular image classificationmodels, the explanationsmust
be interpreted in context of domain knowledge, and should
not substitute real-world clinical practice. In our hypertension
example (Table 1), we found that replacing the LV myocardium
alone generated no counterfactuals. This contradicts known medi-
cal facts where LV myocardial thickness is one of the first things
clinicians look at to see whether patients have the worst stage of
hypertension (E1). In this case, our results should not be taken as
new medical claims. Instead, they are more likely caused by the
structural interdependence of cardiac segments (Section 5.2.4), and
should lead to a careful evaluation of the explanations presented.

Additionally, our process of developing and evaluating MiMICRI
also revealed that it is insufficient for XAI tools to rely solely
on established best-practices or algorithmic evaluations. We
had initially determined three criteria of “good” counterfactuals
from prior work (Section 4.3), and later validated the recombined
images by ensuring that constituent morphological features can
be accurately identified using the same segmentation algorithm
(Section 5.1). However, concerns were still surfaced during the eval-
uation about the clinical plausibility of the counterfactuals (Section
5.2.4). Even in cases where the segmentation algorithm accurately
re-identified cardiac segments, there were inconsistencies in the re-
combined MRI that were apparent to clinical experts (Fig. 5, middle).
This highlights the gap in understanding between our definition of
the plausibility criterion and the expectations of domain experts. It
also reiterates findings from earlier work that XAI methods some-
times rely on “researchers’ intuition of what constitutes a ‘good’
explanation” [45] and may not meet the needs of intended users.
As such, for domain-driven XAI methods to truly enhance the in-
terpretability and trustworthiness of AI models, best-practices and
algorithmic evaluation are not enough – they must be developed
from an orientation that centers and builds on the knowledge and
expectations of domain experts.

6.4 Limitations
While this work aims to provide domain-driven explanations of
AI models in healthcare contexts, it is necessary to highlight that
there are inherent risks associated with the use of AI in medical
applications. In radiology, for example, it has been found that “the
occurrence of AI errors strongly influences treatment outcomes” re-
gardless of the experience of the radiologist or their familiarity
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with AI tools [72]. While some studies have found that unlike other
explainability techniques (such as saliency maps), counterfactuals
effectively reduce over-reliance on ‘wrong’ AI outputs during clini-
cal decision making [36], there remains a need for us, as users and
developers of XAI tools, to be cautious that the explanations do not
lead to over-reliance on the AI.

Furthermore, as we better understand the uneven distribution of
disease likelihoods in the population – particularly for minoritized
and underserved demographics – it becomes increasingly important
to validate model predictions for specific population subgroups to
ensure more equitable outcomes. Although our tool was designed
for users to view data distributions and create subgroups via the
histogram filtering feature, this approach is time consuming, and
assumes that users know the demographics to inspect a priori. In
future work, we plan to explore extensions to our tool that enhance
subgroup analysis, such as algorithmic subgroup detection methods.
Finally, we also want to highlight that some groups, such as women
and children, are underrepresented in AI algorithms and healthcare
data sets in general. This fundamental difference cannot be easily
mitigated using our proposed framework, and would require more
systematic changes in how we collect and curate data sets to ensure
fair and equitable subgroup representation in clinical AI tools.

7 CONCLUSION
In this paper, we proposed the MiMICRI framework for conducting
domain-driven counterfactual image analysis to understand car-
diovascular image classification models. This involves replacing
high-level image features from one image into another to probe the
relative importance of variousmorphological features formodel pre-
dictions. We implemented the framework as a Python visualization
package, then evaluated its effectiveness with two medical experts.
Our findings highlighted the benefits of a domain-driven counter-
factual explanation method, but also surfaced concerns about the
generalizability and trustworthiness of our proposed framework.
We discussed these implications of our findings on the generaliz-
ability and trustworthiness of XAI methods, as well as the need to
center and supplement domain expertise when developing tools for
enhancing model interpretability in healthcare domains.
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A EVALUATION BY SEGMENTATION
To validate the quality of the recombined images, we selected
random pairs of source and target images and replaced different
combinations of cardiac segments for each pair. We then used the
ukbb_cardiac library to perform segmentation on the recombined
images to ensure that the recombined morphological features can
be identified (Section 5.1). Figure 6 shows one example of a pair of
source and target images and the recombined images generated.
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Figure 6: One pair of source and target MRIs and the resulting recombined images. As can be seen, the cardiac segments are
re-identified by the segmentation algorithm with a high degree of fidelity. Note that due to space constraints, some infeasible
combinations were excluded from this sample (e.g. replacing the LV myocardium alone since it is geometrically impossible to
alter the LV myocardium without also altering the LV cavity enclosed within the myocardium).
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