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ABSTRACT
Refugees or immigrants who arrive in new countries often feel isolated. In this work, we examine how a resource-bounded public entity can make recommendations to increase integration of these new arrivals into a community. The community is made up of agents who engage in a strategic network formation process; agents join periodically — new arrivals are the refugees. The public entity meanwhile makes a limited number of edge-formation recommendations (according to its resource constraint) per iteration in order to increase integration of refugees. This work investigates the relationship between community trust and network fairness. First, we show that increasing the public entity’s resource allocation will not compensate for low trust in the community. Then, we introduce two trust-increasing interventions by the public entity: a targeted advertising campaign, and an announcement to increase transparency. We find that diverting a fraction (20%) of the public entity’s resources to a targeted advertising campaign can increase trust and fairness in the community, especially in low trust scenarios. We find that personalized, local announcements are more effective at increasing fairness than global announcements in low trust scenarios; they almost double our fairness metric in some cases. Importantly, the transparent announcement requires no extra resource expenditure on the part of the public entity. Our work underscores the importance of community trust — low trust cannot be compensated for with resources. This work provides theoretical support for these trust-increasing interventions, which we show can lead to increased integration of refugees in communities.

CCS CONCEPTS
- Human-centered computing → Social recommendation;
- Computing methodologies → Agent / discrete models;
- Theory of computation → Social networks.
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1 INTRODUCTION
When seeking asylum in a new country, a refugee’s basic needs for food, housing, and employment are usually handled by governmental programs [35]. However, without explicit focus on social integration, they may begin to feel isolated. Attempting to cure this isolation without help is difficult; the refugee has entered a community where subgroups and cliques have already formed, perhaps many years ago. An intermediary like a nonprofit organization with expendable resources (such organizations are funded by the Office of Refugee Resettlement [36]) could help introduce the refugee to other community members to help them feel less isolated, if the refugee and community members are willing to trust this organization. In this work, we investigate the relationship between trust and community outcomes. We quantify how trust affects community integration for refugees, as well as the effectiveness of trust-increasing interventions.

Prior work on refugee relocation focuses most heavily on community matching [1, 16, 24]; none to our knowledge have considered the position of the refugee within the community. In fact, Nawn [33] and Beiser [8, 9] underscore the need for social considerations by highlighting under-considered aspects of refugee resettlement: faith, ethnicity, culture, and mental health. Other research on the relationship between community and trust finds that participation in library programs increases trust in the library [45, 46]. These works give theoretical evidence that trust in a public entity can change with increased exposure. However, none investigate the more specific mechanisms for actually creating trust in these scenarios, nor do they study how increased trust can affect individual or community outcomes.

In this work, we develop a model where refugees enter a network and receive help from a fairness-minded, resource-bounded public entity. We begin with a set of original community members, and new agents join periodically; these are refugees or immigrants to the community. These agents strategically form edges with each other following an iterative network formation model. They are also initialized with some baseline trust in the public entity. New arrivals are at an innate disadvantage because they have less information regarding the network. The public entity attempts to decrease inequality caused by this disadvantage by making edge-formation recommendations to newly arrived agents. If an agent trusts the public entity, they will take the recommendation. Else, they will continue strategically forming edges.

The process described above is the baseline behavior of our model, which we use to simulate various interventions that might
increase trust, and therefore fairness. First, we ask whether increasing the public entity’s resources will compensate for low agent trust when trying to achieve fair community outcomes. When the average agent trust is at 0.29 or below (on a [0,1] scale), maximizing resources only allows the public entity to reach 7.86% of maximum community fairness, demonstrating the importance of trust regardless of resource allocation. Next, we explore a trust-increasing intervention: an advertising campaign targeted at agents who do not trust the public entity. We find that diverting a fraction (20%) of the public entity’s resources to a targeted advertising campaign can increase trust and fairness in the community, especially in lower community trust scenarios (under 0.40). The same is not true for larger fractions of resources (40% – 100%). Finally, we investigate whether a public entity that is transparent about its successes and failures would increase trust. We simulate two scopes: global and local. We find that personalized announcements regarding fairness in local neighborhoods are more effective in increasing trust and fairness than global announcements in low trust scenarios; they can almost double our fairness metric in some cases. Our contributions are as follows:

Refugee integration: We propose a framework that improves the network position of refugees in a network using edge formation recommendations from a public entity. Rather than focusing only on refugee community assignment [1, 16, 24], which ignores important social and cultural considerations [8, 9, 33], our work focuses on refugees’ network positions within these communities. Specifically, we model a resource-bounded public entity that makes recommendations in order to improve integration of new community members. We find that when trust in the public entity is high, it can have great impact on the community, even with relatively low resources.

Trust-increasing interventions: We develop two trust-increasing interventions and find that they are successful in increasing trust and fairness. In contrast, prior work has found correlations between trust and behavior [17, 44, 45], but we are not aware of any work that simulates trust-increasing interventions on communities. We find that 1) targeted advertising campaigns and 2) transparent public entities can successfully improve low trust, and by extension fairness. Transparency in particular is an important finding, as it doesn’t require any additional resources from the public entity to increase trust.

2 RELATED WORK

2.1 Refugee resettlement problem

Seminal theoretical work in this area focuses on mechanism design for refugee resettlement algorithms. Delacrétaz et al. [16] propose a refugee resettlement mechanism that builds off two-sided matching theory, considering both the desires of the individual and the community. Alternatively, Götz and Procaccia [24] cast the problem as a submodular optimization task. Ahani et al. [1] develop a two-stage stochastic programming approach that optimizes employment for resettled employees. In fact, this algorithm is now used for refugee resettlement in the United States. Though these works present strong theoretical algorithmic results, they fail to consider political and social aspects. This can lead to problems which are highlighted in other works. Nawyn [33] discusses aspects of refugee resettlement that may be ignored or under-considered: faith, ethnicity, and culture. Beiser [8] conducts a longitudinal study of Southeast Asian refugees in Canada, finding that mental health outcomes could be improved with specific interventions [9]. Other empirical works examine existing resettlement programs in various countries and propose adjustments [11, 21, 43, 50]. In this work we produce good theoretical results while also considering individual social benefits.

2.2 Fair networks

We develop our fair network definition by building off existing conceptions. Mehrotra et al. [31] survey fairness metrics usually used in machine learning, and find that ignoring relationships between individuals can introduce spurious fairness conclusions. They develop two frameworks for fairness on social networks; one captures how access to the network varies across groups, and the other captures inter-group biases. Liu et al. [30] develop a metric for group fairness on social networks that relies on homophily rather than sharing of protected demographic attributes. In the game theoretic context, Judd et al. [29] execute experiments to determine if human behavioral choices will lead to maximum social welfare for participants. Santos et al. [39] find that high structural power in networks leads to increasingly fair decision-making for the collective. Other works consider group and individual fairness when solving classic network problems. Saxena et al. [40] survey fairness in classic network problems broadly. Atwood et al. [6] study fair allocation for treatments such as vaccinations on a social network. Classic network topics like influence maximization and information flow can also be framed to consider fairness [5, 27, 28, 34, 38, 42]. For our problem, we build off prior work by developing a group fairness metric reliant only on final network structure. We utilize game theoretic results on fairness to design a mechanism where individual decisions likely increase network fairness.

2.3 Community trust

A key aspect of our model is trust from the community — community members must trust the public entity in order to take recommendations from it. Di Napoli et al. [19] conduct a study that uses community trust as an indicator for opportunities. They find that community trust is significantly associated with community engagement. Using a game theoretic perspective, Jachimowicz et al. [26] investigate whether poor individuals improve their myopic decision-making when community trust is increased. The researchers find that individuals in communities with higher levels of community trust make less myopic choices. This result is highly influential to our work; we design an algorithm where high community trust causes individuals to make decisions that account for long-term outcomes. Many contextual case studies have been conducted. In medicine, Webb Hooper et al. [49] find differing distrust levels in healthcare on the basis of race and disability status. Paton [37] discovers that situational factors and collective problem solving and empowerment play an important role in community trust for hazard preparedness. In work bridging knowledge sharing and community trust, Chen et al. [13] find that community trust impacts knowledge sharing intention and thus behavior in professional networks.
teaching networks. Bridging community trust and refugee resettlement, Wallman Lundåsen and Wollebaek [47] study the effect of immigration-related diversity on different forms of trust. They find that asymmetry in norms and perceptions of unfairness negatively impact community trust, especially in diverse communities. These studies underscore the impact of community trust, but none experiment to find a causal link; our work bridges this gap.

2.4 Altruism

We can frame our public entity as an altruistic actor, but not in the usual sense. It has its own goals to achieve, but these goals will directly help individuals on the network in the long-term. Much work has been done on this topic. Andreoni [4], develops a model for altruism where agents receive a “warm glow” from giving. In another work [5], he develops the altruism coefficient, which splits an agent’s propensity to donate into egoistic (impure) and altruistic (pure) components. Fehr and Fischbacher [22] study the nature of these components. Fehr and Fischbacher [22] study the nature of altruism and how it affects trust in networks specifically as well. Chen et al. [13] investigate the SCNet, a social network for teachers, to determine the role of altruism in knowledge sharing. Bourlès et al. [10] develop a model of altruism on networks. These agents care about the well-being of their neighbors and may provide financial support to their poorer friends. They show that a positive income shock to an individual weakly benefits all others. While we do not consider altruistic individual agents, we instead tackle a new and largely unexplored problem of an altruistic entity working externally to a network of selfish individuals.

3 PROBLEM STATEMENT

Consider an active community where individuals form and break connections with each other. The individuals in this community have been part of it since its inception, and are well informed regarding who is in the community and how they are connected. Now, consider new community members who join after a social network has formed. These newcomers are at a disadvantage when it comes to integration. To remedy this imbalance, a public entity exists to give edge formation (i.e., friendship) recommendations to agents to become more integrated. Agents will take these recommendations if they trust the public entity. The problem addressed in this paper is inspired by the refugee resettlement problem, where refugees are resettled in communities on the basis of high employment probability. In this paper we examine the scenario in which a refugee has already been assigned to a community, and the public entity now wants to ensure proper social integration.

Formally, we start with a population of original community members $V_O$ in a disconnected network $G = (V, E)$ where $V = V_O$. Each agent $v \in V$ has an attribute $a_v$ and utility function $f_v$. The utility function dictates which edges will give agent $v$ positive utility, and is based on both agents’ attributes and local network structure. These agents $v \in V$ engage in an iterative network formation process $N$, myopically choosing edges during each iteration $i$ that give positive utility according to $f_v$. After some iterations, new agents $V_R$ arrive to the network; we call this set of agents newcomers or refugees to match our intended application. Now, $G = (V, E)$ where $V = V_O \cup V_R$.

We now introduce the public entity $P$, which helps ensure fair community outcomes. The public entity $P$ deploys recommendation algorithm $A$, which takes social network $G$ as input. Note that the algorithm $A$ does not have access to all network information; notably, the utility functions $f_v$ of individuals $v \in V$ are not known by $P$. The public entity $P$ also has limited capacity to give recommendations; it can give $p$-many per iteration $i$ of network formation model $N$.

The population of individuals $V$ uses the public entity’s recommendation algorithm $A$ to make edge formation decisions in the following way. First, the public entity $P$ will choose $p$-many agents in $V$ via an agent selection process $S$ (recall that $p$ is the public entity’s resource constraint). Then, $P$ will provide each of these $p$-many agents a recommendation $r_v$ dictated by algorithm $A$. The recommendation $r_v$ is given as a node $u$, which $P$ recommends $v$ form an edge with. The public entity makes recommendations which maximize its fairness goals $F$. Each agent has a level of trust $r_v \in [0, 1]$ in the public entity, drawn from a distribution $T$. This trust represents the degree to which an agent $v$ believes that the public entity’s recommendations will positively impact their community in the long term. As the fairness metric $F$ is a global measure, each agent $v$ to some extent believes that global improvement will lead to individual improvement as well. Thus, with probability $r_v$, agent $v$ will blindly take recommendation $r_v$. With probability $1 - r_v$, $v$ makes its utility-maximizing edge formation decision consistent with network formation model $N$. Without a recommendation, agent $v$ also continues with network formation process $N$ during iteration $i$.

In this paper we investigate the relationship between agents’ level of trust in the system and the public entity’s ability to achieve its policy goals $F$. We ask three research questions:

RQ1: What is the trade-off between agent trust distribution $T$ and the public entity’s resource constraint $p$? Can increasing the public entity’s resources compensate for low agent trust as the public entity tries to improve $F$ every iteration?

RQ2: If an agent’s trust level $r_v$ is known by the public entity, can $P$ target agents with low trust via advertising to increase trust and fairness $F$? How much money would $P$ spend on this campaign?

RQ3: Consider a schema where the public entity $P$ announces the effects of its interventions on fairness (negative or positive). If an agent’s trust level $r_v$ is affected by this announcement, can transparency from $P$ lead to improved fairness $F$?

4 NETWORK FORMATION MODEL

We extend the network formation model developed by Christakis et al. [14] for the agents’ network formation process $N$. We considered other canonical models: Erdős–Rényi [20], Barabási–Albert [2],
5 PUBLIC ENTITY MODEL

In this section we describe how the public entity $P$ functions. We give an overview of the model, followed by subroutines and a formal algorithm. We also give details of our fairness metric in this section.

As agents follow the network formation model $\mathcal{N}$ described in the previous section, the public entity selects a subset of agents via a selection process $\mathcal{S}$. It then makes edge formation recommendations to these chosen agents using recommendation algorithm $\mathcal{A}$. The public entity $P$ has a resource constraint $\rho$, so at most it can make $\rho$-many recommendations during one iteration of the network formation model.

Selection process $\mathcal{S}$: The selection process $\mathcal{S}$ first produces an ordering of agents from highest to lowest priority, and then selects the first $\rho$-many of them. The ordering is done with the following prioritization: 1) new arrivals to the network in order of arrival 2) the original network members in a random order. This allows for new agents to get recommendations first, while allowing for original agents to get recommendations too if the resources allow for it. This prioritization aligns with our goal to help new agents enter the network, and makes edge formation recommendations to achieve this goal. We formalize this in the form of fairness metric $\mathcal{F}$. To
measure how well-integrated new nodes $v \in V_R$ are into the network, we choose to count how many triangles each node $v$ is part of. There is empirical evidence to avoid low triangle counts – Bearman and Moody [7] find suicidal thoughts more likely in females who are socially isolated, and whose friends are not friends with each other. Our fairness metric is defined as follows, where $V_R$ is the subset of agents that were not in the network at $t = 0$, and $\Delta_v$ is the number of triangles that $v$ is part of. We normalize this value by the maximum possible number of triangles $v$ could be part of: 

$$\mathcal{F} = \frac{2 \sum_{\Delta_v \in \Delta} \Delta_v}{|V_R||(|V| - 1)|(|V| - 2)|}$$

We recognize that this is not the only possible fairness metric for this application. Because our public entity $P$ is not omniscient regarding the agents, we do not consider metrics that require calculation of utility or welfare. Under another formulation of this problem, calculating group fairness with respect to agent utility would be possible. It could even be done in a demographic-blind manner as described by Liu et al. [30]. We considered measures of access such as average path length, connectivity, and the methods described by Mehrotra et al. [31]. However, after exploring empirical studies [7, 12, 32] we decided that our agents need not have wide access to the network; the neighborhood is most important.

6 SIMULATION RESULTS

In this section, we answer our research questions by running simulations. We are not aware of an appropriate baseline algorithm to conduct comparisons, as this is a novel problem and setting. As a reminder, each agent $v$ in the network has a different trust value $\tau_v$, which represents the probability that they will take recommendation $r_v$ from public entity $P$. The recommendations made by $P$ intend to maximize fairness metric $\mathcal{F}$, which we have defined as the proportion of possible triangles that new agents have formed. This fairness metric measures how well-integrated new arrivals are within the network. We prioritize integration because we study the application of refugees or other immigrants entering communities—without specific community knowledge they may be at a social disadvantage.

We simulate our network formation process (Section 4) in conjunction with the public entity model (Section 5). We run a simulation with 100 original agents $V_O$ and 15 new agents $V_R$. Data from the American Immigration Council [15] informs these numbers; 13.7% of Americans are immigrants. Recall that each agent $v$ also has a categorical attribute $\alpha_v$. We draw $\alpha_v$ uniformly at random from two options for each agent $v$. These attributes are not the focus of our work, but are important in establishing agents’ personal preferences for attributes in edge formation. The categorical attribute could represent a social interest or hobby in this work. As described in Section 4, new agents join one refugee per iteration. Once all new agents $V_R$ have joined, we run the simulation for 50 additional iterations. We imagine each iteration to be at the timescale of one week, so we collect network data after approximately one simulated year has passed.

6.1 RQ1: Trust and resource trade-off

In RQ1 we ask: What is the trade-off between agent trust distribution $T$ and the public entity’s resource constraint $\rho$? Can increasing the public entity’s resources compensate for low agent trust as the public entity tries to improve $\mathcal{F}$ every iteration?

To answer our research question, we vary $\rho$, the public entity’s resource constraint, as well as the parameters of the Beta distribution for $T$. We test $\rho$ values in $[0, 5, 10, 15, 20]$; we choose these values because we believe that it is reasonable for the public entity to have (approximately) sufficient resources only to help new arrivals. In figures, we present the public entity $P$’s resource constraint as being proportional to new agents $V_R$ that the public entity is able to give recommendations to; we call these values $x_P$. We test trust Beta distributions in $[[\beta(2, 20), \beta(2, 10), \beta(5, 2), \beta(2, 5), \beta(5, 2), \beta(10, 2), \beta(20, 20)]]$. This results in the following mean trust values: $[0.09, 0.17, 0.50, 0.71, 0.83, 0.91]$, which we call $x_T$ for clarity. Our trust values capture various high and low trust scenarios, and one moderate trust scenario. We show the results of our simulation in Figure 1. As expected, as we increase either $\rho$ or mean trust, the public entity is able to achieve higher fairness $\mathcal{F}$ with its recommendation algorithm $A$. This is because increasing either of these values will increase the number of accepted recommendations by agents, therefore increasing the fairness metric $\mathcal{F}$.

Now, can increasing $x_P$ make up for a low average agent trust $x_T$? We ask this question because in some cases, low agent trust levels in the public entity may be very difficult to change (though we explore some mechanisms to change agent trust in RQ2 and RQ3). We can examine each row of Figure 1a to answer this question. In each row, average agent trust is held fixed, while the public entity’s resources increase. When agent trust is low (e.g., the bottom three rows), increasing $x_P$ has little influence on the fairness levels achieved (a 0.0006 unit increase, 0.0012 unit increase, and 0.0062 unit increase). For higher agent trust (though not the maximum), increasing public entity resources may indeed compensate for any lacking trust. Take
the second row from the top as an example, where average agent trust is 0.83. If the public entity is given enough resources, it can perform almost as well (≈ 79%) as our maximal average agent trust.

In addition to an examination of the raw data, we run a multiple polynomial regression with independent variables of resource constraint \(x_P\) and average agent trust \(x_T\), to predict the fairness metric \(F\). We find the following relationship:

\[
F = 0.128x_T^2 - 0.001x_P^2 + 0.112x_Tx_P - 0.118x_T - 0.023x_P + 0.024
\]

with an \(r^2\) value of 0.967. In Figure 1b we plot this function as a surface plot, with the fairness outcome \(F\) represented both by the third axis and color. The fitted equation as well its depiction in Figure 1b confirm that in low trust scenarios, increasing the resource constraint \(x_P\) has little effect. In fact, using the fitted equation, we can approximate the value of \(x_P\) required to achieve high fairness \(F\). Let’s take the scenario where average agent trust is moderate: \(x_T = 0.50\). What must \(x_P\) be to achieve maximal fairness \(F\) (in this case, 0.14)? To answer this question, we solve: \(0.14 = 0.128(0.50)^2 - 0.001x_P^2 + 0.112(0.50)x_P - 0.118(0.50) - 0.023x_P + 0.024\) for \(x_P\). Our fitted function predicts that \(x_P\) must take on a value of 5.13 to achieve maximal fairness. Recall that in this section, \(x_P\) represents the proportion of new agents the public entity can help in a given iteration. Since in our implementation, the number of new agents \(|V_R| = 15\), the public entity must be able to help \(P = 15 \times 5.13 \approx 77\) agents per iteration to achieve maximal trust. This is approaching the size of the entire network, and not a feasible resource constraint for our public entity. We also note that our function does not have any real roots when \(x_T\) takes on lower values (0.29 and 0.17) — the prediction is that it is impossible to achieve maximal fairness for low trust values. Thus we can confidently answer: no, increasing the public entity’s resources \(\rho\) cannot compensate for low agent trust \(T\).

### 6.2 RQ2: Targeted advertising campaign

In RQ2 we ask: If an agent’s trust level \(\tau_u\) is known by the public entity, can \(P\) target agents with low trust via advertising to increase trust and fairness \(F\)? How much money would \(P\) spend on this campaign?

To test this research question, we run simulations under the same parameters described previously. These simulations, however, require that the public entity \(P\) divert some proportion of its resources \(\rho\) to target low-trust agents. We call this proportion \(q\). We imagine that the public entity \(P\) has close ties to the community and interacts often with individuals — through these interactions the public entity can gain information regarding who the low-trust individuals are. Then, public entity \(P\) can target \((q + \rho)\)-many of these low-trust agents each iteration, while still helping \((1 - q)\)-many agents via recommendations. The targeted campaign proceeds as follows. Each iteration, public entity \(P\) allocates \(q\) proportion of its resources to the campaign. The public entity chooses the \((q + \rho)\)-many agents with the lowest trust to target. Note that it is important for all agents to trust the public entity — even those who are not being given recommendations. If \(P\) recommends that agent \(v\) form an edge with \(u\), agent \(u\) must also have trust in the public entity for this edge to form. For each agent \(v\) that has been selected, the public entity calculates the maximal trust improvement \((1 - \tau_v)\). The public entity

![Figure 1: Fairness \(F\) as we vary the proportion of new agents the public entity can help, \(x_P\), and average trust \(x_T\). A combination of high resources average trust lead to the best fairness outcomes (a). It is difficult to achieve increased fairness when trust is low simply by increasing resources. We fit a multiple polynomial regression to the data in (a), which we show as a surface plot in (b). The fitted equation is given by: \(F = 0.128x_T^2 - 0.001x_P^2 + 0.112x_Tx_P - 0.118x_T - 0.023x_P + 0.024\), and the \(r^2\) value is 0.967. This regression indicates that it is infeasible to increase resources enough to compensate for low trust.](image)
$P$ will spend money proportional to the trust improvement $(1 - \tau_v)$ to advertise to agent $v$. We make an assumption that the money put into advertising directly translates to a successful campaign. After the advertising campaign, each targeted agent’s new trust value is as follows: $\tau_v \rightarrow \tau_v + c(1 - \tau_v)$, where $c$ is the proportion of the agent’s “trust gap” that is restored by the campaign. For our model, we set $c = 0.71$. This is justified by empirical data [17]; we describe these experiments in more detail in the next section.

We show results of these targeted advertising interventions in Figure 2. We fix $x_P = 1$ (or, $\rho = 15$). As $q$ increases, more resources are diverted from $\rho$ to be used in the advertising campaign. Figure 2a shows us that for low average trust ($x_F < 0.4$), most interventions perform better than no interventions at all. The exception is the $q = 5/5 = 1$ case. This is to be expected, as the public entity $P$ is diverting all of its resources from recommendations. While agents in this case might be very trusting of $P$ (see Figure 2b), that trust is not put to good use, as no recommendations are being made. For higher average trust levels ($x_F \geq 0.4$), interventions with lower $q$ values perform better, until about $x_F = 0.84$, where the no intervention case dominates. From this figure we can see that lower values of $q$ perform better. The price of the intervention increases with $q$; however, these values all track quite closely (Figure 2c). As expected, the amount spent on the intervention is quite low when average trust $x_F$ is high. However, as mentioned previously, the fairness payoff diminishes as trust increases.

**6.3 RQ3: Transparent public entity**

In RQ3 we ask: Consider a schema where the public entity $P$ announces how the network has changed under its recommendation system, after which the agents update their trust. We consider two mechanisms — a global announcement and update, and local.

**Globally transparent entity:** Under the global mechanism, public entity $P$ announces at the beginning of each iteration how fairness $F$ has changed since the prior iteration. Call this change in fairness $\delta_F$. All agents $v \in V$ then update their trust values $\tau_v$ according to the announced value $\delta_F$. Note that $\delta_F$ can be negative if the public entity does not succeed, thus agent trust can decrease. Each iteration, each agent $v$’s trust value is updated as follows: $\tau_v \rightarrow \tau_v + c_q \delta_F$, where $c_q$ is the proportion of trust repaired by a global announcement. This linear model is derived from experiments conducted by Desmet [17]. Desmet studied how a monetary reward might repair trust between two agents if one was harmed by the other; and found a linear relationship. Specifically, if the harm was perceived as ambiguous (rather than intentional), then partial compensation for this harm would increase trust by a factor of $0.71$. Since we consider this global announcement to represent an impersonal public entity, and since increasing fairness globally will only partially (rather than completely) compensate agents for low trust, we use $c_q = 0.71$ in our simulations.

**Locally transparent entity:** Under the local mechanism, the public entity $P$ makes a personalized announcement to each node $v \in V$ at the beginning of each iteration. In practice, this announcement might be a personalized monthly statement, which we do not foresee being resource-intensive. Public entity $P$ announces how fairness metric $F$ has changed since the beginning of the prior iteration in each node’s neighborhood. Call this change in fairness in node $v$’s neighborhood $\delta_{F_v}$. To calculate this value, we use the subgraph induced by the neighborhood of each node (including that node) instead of the entire graph $G$. If the subgraph contains fewer than three nodes, $F_v = 0$. Then, each node $v$ updates their trust value as follows: $\tau_v \rightarrow \tau_v + c_l \delta_{F_v}$, where $c_l$ is the proportion of trust repaired by a local announcement. We use the same experimental
Figure 3: Fairness $F$ for different values of public entity $P$’s resource constraint $x_p$ and mean agent trust $x_m$, for a global (a) and local (b) announcement mechanism. The local mechanism more successfully increases fairness in low trust scenarios. Each row label gives the original mean agent trust. Notice that resource constraint $x_p$ has a small positive effect on this outcome in (c) and a small negative effect in (d).

results [17] to justify this model; if the harm was perceived as intentional, then a partial compensation for this harm would only increase trust by a factor of 0.48. We consider the local announcement to be personal, and since increasing fairness will still only partially compensate agents, we use $c_1 = 0.48$ in our simulations.

Figure 3 shows the results from the implementation of these two mechanisms. First, we make a comparison to Figure 1a. The global announcement mechanism (Figure 3a) makes a small improvement to fairness $F$, concentrated in high trust scenarios. Figure 3c confirms small improvements in trust overall. Why might this be the case? The global announcement is at a very large scale, and impersonal. Because improvement to $F$ happens slowly in small increments, the value $\delta F$ is quite small at each iteration. We would not expect to see a large jump in fairness or trust unless the public
entity caused very large improvements to the network in one iteration. In comparison, the local mechanism (Figure 3b) does cause larger fairness improvements in low trust scenarios. If we look at the case where \( x_p = 0.50 \) and \( x_\tau = 1.33 \), fairness \( F \) increased from 0.031 to 0.06; a 94% improvement. Looking at the mean trust \( x_\tau \) under the local mechanism (Figure 3d), the improvements here were much greater in low trust scenarios. Again, this is due to the scale of the local fairness improvements; in a small local neighborhood, the improvement in \( F \) is on a much larger scale. This is what we want in our model, as we assume agents care more about their local neighborhoods than the entire community. However, this comes with a trade-off that any decreases in fairness will also have a large impact on trust. We hypothesize that this is leading to less effective trust improvements in the high \( x_\rho \) scenarios.

Our results give theoretical insights regarding refugee resettlement. First, trust is essential—it can drastically impact whether individuals follow advice from authority figures. Second, one’s integration in a community can change with more information or resources. Public entities’ involvement in the lives of migrants in this way could prove extremely useful. And third, if the public entity spends resources (time, energy, money) on low trust individuals, they can be swayed. This increased trust can have positive impacts on individuals and communities.

7 DISCUSSION

Network formation model: We adapt the network formation model from Christakis et al. [14] as our basis for agent behavior. It dictates the desires of community members, and determines how they will act if not given a recommendation by algorithm \( A \). with such small resource constraints \( \rho \), most agents are not. We use a model from prior work because we desire a model that has already proven to be ecologically valid. It is not the key to our contributions, but it affects our results nonetheless. If we had used a different network formation model, a number of things could have changed. First, consider the alignment in desires of the agents and the public entity \( P \). The public entity wants to increase fairness \( F \). We define this to be the average number of triangles each new agent is able to form (normalized by the total possible number of triangles) — see Section 5.1. Each agent also has a utility function \( f \) (see Section 4), which is a linear combination of various factors, including whether or not the proposed edge will form a triangle. In our implementation, the coefficient for this factor is positive, meaning that both the agents and the public entity are incentivized to form triangles. In this work, we did not explore the scenario where agents and the public entity are expressly opposed, but it would make for interesting future work. Second, agents in this model are not resource bounded—they can form as many edges as they like. This means that the public entity need not consider agents’ current degrees when making edge formation recommendations. This addition, while more ecologically valid, could prove to be a more nuanced optimization problem, better suited for future work.

Interventions’ effects on trust: We assume when investigating RQ2 and RQ3 that 1) advertising campaigns and 2) announced increased fairness positively affect trust. However, even well-funded advertising campaigns can fail. In fact, a poor advertising campaign (where agents feel overly-targeted, perhaps) may actually result in a loss of trust in the public entity. Modeling of these campaigns is outside of the scope of this work, but would make for interesting future experimental or survey work. We also assume that the announced increase in fairness has a positive effect on agent trust. However, it may be the case that some agent has entirely selfish desires, and gains nothing from learning about increased fairness in the community. In this case, this agent might require a personalized statement describing how the public entity helped them specifically. This would be cost intensive and difficult to do on a large scale.

Public entities with ill-intent: In this work, we assume an altruistic public entity aims to increase fairness in the network. We do not intend for our answer to RQ2 (targeted advertising campaign) to be used to achieve some goal of an entity other than the good of the community. We ask and investigate RQ3 as a safeguard against public entities with ill-intent. We encourage transparency (especially locally) so that community members can know exactly what kind of impact the public entity is having on their local communities. Agents can then make their own decisions about whether to trust and take recommendations from the public entity. We also believe that skepticism will safeguard agents against a public entity that wishes to harm them. While in our model we assume that a trusting agent will blindly take the recommendations of a public entity, we know that real agents will consider this decision more carefully. A future modeling problem might focus on more skeptical community members.

8 LIMITATIONS AND FUTURE WORK

Agent-based modeling: Though we draw inspiration heavily from prior empirical work, agent-based modeling can never tell us the whole story. We make many simplifying assumptions regarding time-scale, work done by the public entity \( P \), and attitudes and behaviors of agents. This work does, however, give theoretical evidence for future work. We find that two interventions are successful, and we hope that future experimental work could explore design factors such as phrasing of the announcement or the type of advertisement.

Trust as a social phenomenon: In this work, we make a simplifying assumption that an individual’s trust in an entity is personal and fixed. We know, however, that information and opinions cascade quickly, and the opinion of one’s neighbor might strongly influence one’s own opinions. In particular, if the public entity gives a particularly good (or bad) recommendation to a refugee, they might be inclined to tell other community members about it. This information (like entity transparency) might have a large affect on trust. A model that incorporates this aspect of human behavior would make for very interesting future work.

Alternate recommendation frameworks: We fix recommendation algorithm \( A \), and make no claims that we have found the ideal algorithm. However, future work could take on this optimization problem. In addition, we assume that new agents in the network desire and seek help from the public entity. However, we might instead model agents who are hesitant to ask or don’t have the resources to do so. In another framework, the public entity \( P \) might use its resources to recommend one edge multiple
times in one iteration, specifically in scenarios of low trust, it will cause a large increase in fairness.

9 CONCLUSION

In this work we introduce a framework for refugee integration into existing communities. We present an altruistic public entity $P$ that operates within a community of agents $V$. The public entity gives recommendations to agents who engage in a strategic network formation process. These recommendations come in the form of edge formation suggestions which aim to increase integration of refugees. An agent $v$ will choose to take a recommendation with probability $\tau_v$, the trust agent $v$ has in the entity. We show that increasing the public entity’s resource allocation will not compensate for low trust in the community; with low trust, $P$ will not be able to achieve its fairness goal $F$. We introduce two trust-increasing interventions, 1) a targeted advertising campaign, and 2) an announcement from a transparent public entity. We find that diverting a fraction (20%) of the public entity’s resources to a targeted advertising campaign can increase trust and fairness in the community, especially in low community trust scenarios (under $\tau_v = 0.40$). We also find that personalized announcements regarding fairness in local neighborhoods are more effective in increasing trust and fairness in low trust scenarios than global announcements. Local announcements can almost double fairness metric $F$ in some cases. Our work underscores the importance of community trust in integration; low trust cannot be compensated for with greater resources. Importantly, transparency of the public entity requires no extra resource expenditure, but can increase fairness. This work provides theoretical support for these trust-increasing interventions, which we showed via simulation lead to increased integration of refugees in communities.
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