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ABSTRACT
New artificial intelligence (AI) systems grounded in machine learn-
ing are being integrated into our lives at a rapid rate, but not without
consequence: scholars across domains have increasingly pointed
out issues related to privacy, transparency, bias, discrimination,
exploitation, and exclusion associated with algorithmic systems
in both public and private sector contexts. Concerns surrounding
the adverse impacts of these technologies have spurred discussion
on the topics of algorithmic harm. However, the overwhelming
majority of articles on said harms offer no definition as to what
constitutes ‘harm’ in these contexts. This paper aims to address
this omission by introducing one criterion for a suitable account
of algorithmic harm. More specifically, we follow Joel Feinberg
in understanding harms as distinct from wrongs, where only the
latter necessarily carry a normative dimension. This distinction
highlights issues in the current scholarship surrounding the confla-
tion of algorithmic harms and wrongs. In response to these issues,
we put forth two requirements for upholding the harms/wrongs
distinction when analyzing the increasingly far-reaching impacts
of these technologies and suggest how this distinction can be useful
in design, engineering, and policymaking.
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1 INTRODUCTION
Recent scholarship has tied concerns surrounding such AI sys-
tems’ increasingly disruptive societal impacts to the concept of
harm [48,52]. Harm—how it should be defined, understood, and
prevented—has been a topic of intense academic interest for some
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time [22,60,63]. In the context of novel digital technologies, schol-
ars have identified various features and categories of algorithmic
harm [13,48,71]. Concepts closely related to harm such as violence
[30,31,32,58] and injustice [8] are also frequently mobilized to inter-
rogate AI systems and digital technologies more broadly. However,
despite a significant and growing discourse surrounding the harms
of such technologies, there has been little explicit analysis of the
concept of “harm” itself. The overwhelming majority of articles
on algorithmic harm offer no definition as to what constitutes it.
Those scholars who do define harm [49,76,77] typically rely on a
comparative account by legal philosopher Joel Feinberg, wherein
harms are understood as setbacks to interests [22]. This lack of
nuance in the analysis of ‘harm’ itself raises a number of questions,
as our intuitive notions of harm are often prone to biases, incon-
sistencies, and other inaccuracies [9,11]. Perhaps most crucially,
existing scholarship has overlooked an important distinction re-
garding harm made by Feinberg in his work: for Feinberg, a harm
is a non-normative concept that is categorically different from a
moral wrong.

In this paper, we argue that the conceptual distinction between
harms and wrongs is analytically important for crafting technical
and policy responses to the deleterious effects of AI systems. Ac-
counts of algorithmic harms in the context of artificial intelligence
technologies seeking to highlight the unjust effects of such systems
would benefit strongly from acknowledging and making use of this
conceptual distinction. In Section 2, we begin by providing a brief
review of the current literature on algorithmic harms, including
how harm is most often conceptualized and understood in digital
contexts. In Section 3, we note that despite this widespread atten-
tion to harm in relation to algorithmic technologies, most of the
work in this literature does not explicitly define the concept of harm.
In doing so, we engage with Feinberg’s popular philosophical the-
ory of harm, emphasizing his underrecognized yet key distinction
between the conceptual nature of harms and wrongs. In Section 4,
we argue that recognizing this distinction is especially crucial in
the context of artificial intelligence technologies to grasp the scope
and nature of algorithmic harms, especially given their increasing
ubiquity. Finally, in Section 5 we articulate the utility of distinguish-
ing between harms and wrongs, both in design and engineering
and in policymaking. We also put forth two requirements that need
to be met within both scholarship and design practice in order to
help uphold the harms/wrongs distinction. First, we argue that
respecting the distinction requires us to understand algorithmic
harms and algorithmic wrongs as contextual and socially embed-
ded in nature. Second, we suggest that engaging with a diversity
in community and stakeholder perspectives is necessary to track
Feinberg’s distinction and ultimately appropriately conceptualize,
and respond, to the impacts of new AI technologies.
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2 PERSPECTIVES ON ALGORITHMIC HARMS
Despite optimism regarding the alleged utility and positive social
impacts of new algorithmic technologies, the increasing ubiquity
of these systems has evoked greater attention to how they might be
harmful in the various contexts they are being used. For example,
the uptake of artificial intelligence technologies in specific domains
like healthcare, education, and policing has spurred numerous anal-
yses of their potential harm. In healthcare, stakeholders have raised
concerns about the potential for AI-based diagnostic technologies
to enable inaccurate judgements or exacerbate existing racial in-
equalities in clinical care provision [1,56]. In policing, the use of
predictive tools such as PredPol have raised alarm regarding these
technologies role in exacerbating racist carceral policies [57]. There
is also significant attention surrounding the harmful impacts of AI
systems on the spread of misinformation and consequent threats to
democratic institutions [85]. In addition, the potential harms associ-
ated with the use of algorithmic systems in contexts like education,
university admissions, hiring, insurance, welfare, and credit rating
have all been widely recognized [18,19,21,47,86]. Other prominent
topics in the critical AI literature, such as privacy, responsibility,
and bias are often closely related to concerns surrounding harm
[15,84,86]. Issues surrounding bias, for instance, are often explained
in terms of the harms resulting algorithmic discrimination, exclu-
sion, and exploitation [46,51,62]. As such, the idea of algorithmic
harm has become a central focus in the interdisciplinary literature
on AI ethics in response to this growing body of evidence for AI
systems’ malign impacts [26,64].

Many scholars have begun to qualify harm, highlighting various
characteristics of it as it appears in algorithmic contexts. Some have
distinguished between different kinds of algorithmic harm. Anna
Lauren Hoffmann [29] for instance, charts the distinction between
‘distributional’ and ‘dignitary harms,’ where the former pertains
to injustices in the way society distributes “rights, responsibilities,
and resources,” while the latter concerns affronts to an individual’s
self-respect. Hoffmann emphasizes that “self-respect confers upon
individuals a sense of their own value and a conviction that their
plans of life are worth pursuing” [29:81–82]. A dignitary harm
occurs when a system undermines this self-respect of the user or
otherwise produces unequal social or relation effects on society
[9,23]. Scholars have also discussed terms closely related to harm in
their efforts to understand the impacts of digital technologies. Hoff-
mann [32], for instance, also introduces the idea of data violence,
defined as “the material, symbolic, and other violences inflicted by
and through data technologies and their purveyors” [32:2]. One
such form is “discursive violence,” which, she says, “operates by
diffusing resistance, deepening dependency on oppressive struc-
tural conditions, and preserving the potential for other forms of
violence, including physical, material, and symbolic violences.” Dis-
cursive violence diffuses resistance by normalizing conditions that
“make other (material, symbolic) violences look right, or at least
not wrong” [32:5]. Mimi Onuoha defines “algorithmic violence”
as the way in which an algorithm or automated decision-making
system inflicts [violence] by preventing people from meeting their
basic needs” [58]. Harm is also sometimes conceptualized as an
injustice, whereby marginalized and oppressed groups are often
disproportionately impacted by new data practices and algorithmic

systems [7,8,16,51]. Other ways of conceptualizing particular kinds
of algorithmic harms include terms like “the automation of virtue”
and “moral deskilling” to highlight the danger that algorithms will
deny us the experiences of making and ability to make our own
moral choices and develop character and moral virtue [40,83]. Like-
wise, the notion of “algorithmic pollution” is a way to denote the
“unjustified, unfair, discriminatory, and other harmful effects of
automated algorithmic decision-making” for individuals, groups,
and societies [44:9].

Yet despite this growing literature on algorithmic harm, there
has been little elucidation as to what exactly constitutes a “harm”
as applied to discussions of digital technologies, evidenced by the
fact that most articles that discuss AI or algorithmic harm do not
provide any definition of harm itself. It should be noted that this
omission is by no means a unique problem for literature focusing
solely on algorithmic or AI harms. Bradley, for instance, argues that,
despite the importance harm has across a range of domains, “almost
nobody bothers to say what it is” [11:391]. Such an omission would
not be a problem if harm were a simple, uncontroversial concept
wherein relying on intuitive notions alone would suffice. Harm,
however, is not simple, and there are often significant disagree-
ments about what counts as harm [11:391]. As such, “it can be very
difficult to get a clear picture of what exactly constitutes a harm”
[67:8]. Moreover, relying on intuitive understandings of harm can
render analyses themselves susceptible to biases, inconsistencies,
and other inaccuracies. We agree with Birhane that intuitive under-
standings of harm are “poorly equipped to recognize injustice and
oppression” [8:5] and make it far more likely that the harms experi-
enced by certain groups will go undetected. AI researchers should
be especially inclined to resist such a reliance given the complex
and often unintuitive nature of artificial intelligence technologies
[69,85].

3 DEFINING ALGORITHMIC HARM
There have been a variety of definitional accounts of what a harm
consists of. These include non-comparative accounts, where one
is harmed if they are made to be in a bad state [72] and event-
based accounts where harm is viewed not as a state one is in but
as a loss of certain basic goods [27]. However, scholarship that
does define algorithmic harm typically relies on a well-known
account by philosopher Joel Feinberg: harm as a setback to an
interest. Feinberg offers a ‘comparative’ account of harm, wherein
one is made worse off than they would have been had an activity
not occurred [22]. Specifically, Feinberg characterizes harm as,
“the thwarting, setting back, or defeating of an interest” [22:33].
Here interests are defined as something in which an individual
has a stake; that is, in which the individual is “better or worse
off depending on the condition of this thing” [quoted in 45:51].
According to Feinberg, humans can have interests in many things,
including “physical integrity, intellectual acuity, a tolerable social
and physical environment, and a certain amount of freedom from
interest and coercion” [22:37]. Feinberg’s account has appeared
in multiple articles within the algorithmic harm literature. For
instance, Solove and Citron draw on Feinberg’s account to define
harm to be “the impairment, or setback, of a person, entity or
society’s interests” [77:747]. Similarly, Smuha cites Feinberg in
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defining harm as a form of setback to or thwarting of an interest
[76:4], and Metcalf et al. characterize harm as setback to interests,
where an interest is any outcome in which one has a stake [49:1455].

Though the understanding of harm as a setback to interests is
perhaps the most common conceptualization of harm in philosoph-
ical literature, there are clear limitations to Feinberg’s definition.
First, an ‘interest’ is a philosophically complex concept and Fein-
berg himself spends considerable energy attempting to categorize
the various dimensions of human “interest networks” [22:55]. Sec-
ond, there is an inherent subjectivity in the holding of an interest;
an individual may articulate a “stake” in any number of things for
any number of reasons, and one could hold a stake in a thing or
concept that might appear surprising or unreasonable to another.
If said interest of such a person is set back, we might struggle to
evaluate whether that individual has been truly harmed. Likewise,
the opposite scenario is also plausible: an individual may not feel
as though their interests have been set back, perhaps because of
adaptive preferences, in situations where reasonable people would
identify an obvious setback and therefore a clear harm. Such a
comparative account of harm more generally has been subject to
serious counterexamples [11,37,72]. For instance, a counterfactual
comparative view such as Feinberg’s faces what is referred to as the
‘pre-emption problem’—if a given harm prevents a greater harm
from occurring, counterfactual accounts do not register it as a harm,
because one would not be worse off otherwise. Moreover, the ex-
tant philosophical literature on harm has itself been criticized for
being ‘highly idealized’ and overly individualistic [17,50]. As sev-
eral scholars have noted, considering harms beyond the individual
level is especially relevant when thinking about digital technologies
which have the potential to operate on broad or even global scales
[8,65].

Nevertheless, Feinberg’s account does supply crucial insights
about harms. One is that there is a class of human experiences
which do not necessarily rise to the level of harm, but which are
still inimical to an individual’s experience without being a “setback.”
Feinberg describes these experiences as “unhappy but not neces-
sarily harmful” and classes them as a motley class of “hurts” and
“offenses” [22:45–46]. These conditions are unpleasant but not neces-
sarily harmful: in Feinberg’s words, “an undesirable thing is harm-
ful only when its presence is sufficient to impede an interest” [22:48].
Many of the examples of hurts and offenses Feinberg provides in-
volve negative emotions or moments of subjective mental distress.
Such phenomena often figure prominently in current debates re-
garding the impact of algorithmic technologies and AI systems in
relation to social media effects [41,68,79], misinformation/disinfor-
mation[35,81,88], and Hoffmann’s conception of dignitary harms
and data violence [29,33]. We return to these phenomena and the
circumstances under which they become harms—and wrongs—later
in this paper.

Feinberg’s account offers a second, even more crucial insight
about harm—namely, that there is a conceptual difference between
harms and wrongs such that not all harms are wrongs (and indeed,
some wrongs may not even appear to be harms). In Feinberg’s
view, one wrongs another when one treats another unjustly, with
“unjustly” understood as an action or omission that is “morally
indefensible” [22:108]. In other words, wrongs necessarily hold
moral considerations. In contrast, harms may include a normative

dimension, but they need not do so. Adopting an example from
[45], Person A would certainly be harmed if grievously injured
by Person B; but if that injury came in response to Person A’s
own initial unprovoked attack on Person B, then Person A would
not have also been wronged. This distinction between harms and
wrongs has thus far been overlooked in the wider on algorithmic or
AI-based harms, even by those who draw on Feinberg’s account –
for example, both [76] and [49] conflate the two concepts to define
harm as wrongful setbacks to interests. In the following section,
we argue that any suitable account of algorithmic harm should
accommodate the distinction between harms and wrongs: both to
avoid the various pitfalls of conflating harms and wrongs, but also
to ground a more powerful and rigorous normative critique of the
baleful effects of many algorithmic systems today.

4 ALGORITHMIC HARMS VS ALGORITHMIC
WRONGS

Outside of the burgeoning literature on algorithmic harms, other
philosophers have acknowledged the importance of distinguishing
between harms and wrongs. Ben Bradley, for instance, argues that
an adequate account of harm should avoid ‘moralistic fallacies’
and “not presuppose that harming is morally wrong, or involves
vicious intent” [11:395]. For Bradley, this argument follows from a
requirement for ontological neutrality, as harm can also be dealt
by non-agents in cases where attributing wrongdoing would be
inappropriate. For example, Bradley notes that “other sorts of
events besides [human] actions are harmful too, like explosions
and earthquakes” [11:394–395]. Though many might be harmed by
such events, wrongdoing involves additional agential requirements
that do not seem directly applicable in such contexts. There is a
difference between harms caused by non-agents, harms caused by
agents, and wrongs caused by agents. An earthquake itself cannot
wrong a person; inadequate building codes or shoddy construction,
in contrast, are harms that in such a case are also wrongs.

Another way to understand the significance of the distinction
between harms and wrongs is by examining the issues which arise
when the two concepts are conflated. Notably, most of the algo-
rithmic harms considered and discussed in the current literature
are harms that are also wrongs. Such a focus is understandable
and appropriate given the greater moral significance of wrongful
harms—the unjust character of certain algorithmic harms rightly
makes them of primary concern. For example, the most pressing
concerns regarding the societal impacts of AI systems come in
contexts ranging from healthcare to policing, where setbacks to
interests are clearly unjust in nature [14,21,57]. Similarly, concerns
surrounding AI bias are often closely related to unjust or wrong-
ful discrimination; privacy and security concerns often connect to
rights violations; and issues of responsibility or accountability are
particularly relevant in the case of wrongdoing. Recall, for instance,
Hoffman’s discussion of ‘distributional harms’ as injustices asso-
ciated with the societal distribution of rights, responsibilities, and
resources, and discursive data violence’s deepening of oppressive
structural positions [29,32]. The fact that harm is often concep-
tualized as an injustice, or synonymous with ‘unjustified, unfair,
or discriminatory effects’ makes clear how pervasive the assumed
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interchangeability of harms and wrongs is within the algorithmic
harm literature [8,44,83].

The difference in moral status between harms and wrongs makes
their conflation particularly problematic, however. For example,
wronging typically involves violation or infringement – something
that one has a claim against. What distinguishes harms and wrongs
is what we are understood to ‘owe’ one another [3:80]. When A
wrongs B, A violates B in a socially unwarranted manner that is
often by way of a rights violation [3:81]. As a result, a claim of
wronging presupposes different and often greater moral responsibil-
ities or obligations than a claim of harming. Banja [3:80] observes
that “someone’s having experienced a harm doesn’t necessarily
mean that someone else is morally required to make a reparation.”
By focusing on harms that are also wrongs, but not acknowledg-
ing their status as wrongs, the current AI literature may inadver-
tently be underemphasizing the duties companies, regulators, and
technologists have to address the adverse impacts of these tech-
nologies. Emphasizing the language of wrongdoing potentially
offers additional normative support and guidance for the urgency
of addressing the adverse impacts of AI systems.

By focusing implicitly on harms that are also wrongs, the cur-
rent literature on algorithmic harms also overlooks two potentially
notable categories of algorithmic impact: a) harms that are not
wrongs, and b) wrongs that are not harms. These omissions narrow
the scope of current analyses of algorithmic harms in important and
potentially unhelpful ways. For example, consider a situationwhere
an automated system used in a company’s layoff decisions justifi-
ably identifies a certain employee to be let go. Such a case would
typically not be identified as an instance of algorithmic harm due
to the typical conflation of harms and wrongs, but the layoff could
significantly harm the employee without wronging them [3:80].
Likewise, some algorithmic decision-making systems in fields like
medicine—such as those predicting the optimum radiation dose
in cancer treatment—produce physical harm to the body without
necessarily wronging the patient. In other medical contexts, algo-
rithmic technologies for cancer screening that aim to predict risk
inductively may also harm a patient without wronging them if they
produce a false positive or a false negative result. Such harms may
become wrongs if they are “unjustified;” in the medical context
meaning going against clinical evidence and/or best practice. Yet
even if such harms only remain harms, such cases of negative/ad-
verse impacts require remedies. On the other hand, technologists
and policymakers often need to translate broad but often diffuse
concerns around algorithmic harm into actionable design decisions.
Noting that some harms may not be wrongs in a normative sense
signals such harms when they idiosyncratically subjective interests,
are less urgent from a design/policy perspective.

Similarly, some wrongs created by algorithmic systems may be
overlooked in current analyses if they are not also harms. Take,
for instance, a modified example from [3]: a job seeker applies to
both Company A and Company B. Though qualified for a job at
either company, an algorithm used in Company A’s hiring process
unjustly rejects the job seeker’s application on the grounds they are
part of a protected class; Company B, however, provides a job offer
which the job seeker gladly accepts. Even if the job seeker actively
disliked Company A and would not have accepted a job if it was
offered, they are still wronged—but not necessarily harmed—by

Company A’s hiring algorithm. As Banja elaborates, “A’s withhold-
ing the job offer was not ethically or legally justified because it was
a rights violation surrounding discrimination and was therefore
an instance of wronging.” Yet the job seeker, as they defined their
own interests, would not have chosen to work for Company A in
any case [3:81]. An even more salient example comes from Ober-
meyer et al.’s [56] well-known analysis of a commercial prediction
algorithm used to assign extra care in a large hospital system. The
algorithm was found to be biased against Black patients because
it misidentified cost of care with severity of illness. The white
patients who benefited from this misallocation of care were not
harmed—quite the contrary. However, they along with the Black
patients involved, were wronged insomuch as they were treated
unjustly within the scope of the system (indeed, even Black pa-
tients whose care was not directly impacted by the algorithm were
potentially also wronged insofar as they relied on a health care
system that discriminated against them). However, this example
also illustrates Feinberg’s observation that “there can be harms that
are not wrongs on balance, but there are few wrongs that are not to
some extent harms” [22:35]: in the case studied by Obermeyer et al.,
the wrong inherent in the system’s bias produced strong harms for
Black patients, while the wrong was abstract and unfelt by white
patients.

Distinguishing between harms and wrongs is necessary if we
are to accurately track the effects of discriminatory biases present
in certain algorithms, regardless of their material impact on indi-
vidual interests. It is imperative that scholars and policymakers
employ the appropriate conceptual tools to help provide normative
clarity on how to respond to those far-reaching impacts: and one of
those tools is recognizing the distinction between harms and norma-
tively weighted wrongs, as well as the impacts of “rare nonharmful
wrongs and common nonwrongful harms” [22:36]. We therefore
argue that there are especially good reasons to be attuned to the
conceptual difference between harms and wrongs in the context
of artificial intelligence systems. The uptake of these systems in a
growing number of domains—from healthcare to education to law
(and more)—means that for most of us, AI pervades our everyday
lives. As noted above, the stakes are often high in the contexts
of the systems’ use. AI technologies can encroach or invade our
fundamental interests like privacy, freedom, and autonomy, and
can reinforce and amplify instances of structural injustice, as well
as deleterious networks of power and oppression. Ultimately, the
scope of these algorithmic systems means that their use will have
pervasive impacts [48,52]. Understanding the harms/wrongs dis-
tinction is one way that we can begin to unpack and address these
impacts.

5 UPHOLDING THE HARMS/WRONGS
DISTINCTION IN ALGORITHMIC
CONTEXTS

What practical work does the distinction between algorithmic
harms and algorithmic wrongs do in identifying and remedying
the adverse impacts of algorithmic systems? First and foremost,
we argue that the process of distinguishing between harms and
wrongs provides a mechanism for value prioritization in design
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and engineering contexts. Creating technical objects always en-
tails making choices that represent particular values and interests:
as Flanagan and Nissenbaum observe, “any functioning artifact is
the product of interacting (and sometimes conflicting) constraints,
including physical, economic, and functional constraints” [24:108].
Grappling with this array of conflicting interests makes it difficult
to avoid harm entirely as an outcome of the development of an
algorithmic system, again understanding harms specifically as set-
backs to some interest or another [24:112,73]. When making such a
tradeoff, we argue that designers and developers should first priori-
tize avoiding wrongful harms, and then systematic harms that are
adequately foreseeable. Though these recommendations may seem
commonsensical, they are a non-trivial problem for technologists
in the throes of the development process [34,61]. Van den Hoven,
Lockhorst, and van de Poel observe that engineers bear a particular
responsibility, “to prevent situations which are morally dilemmatic,
and which must inevitably lead to suboptimal solutions or compro-
mises and trade-offs from a moral point of view” [34:144]. Making a
clear distinction regarding which interests are normatively charged
and which are not is a crucial first step in implementing such a
principle—one in which design methods geared towards exploring
competing values in technical design are often helpful [24,25].

Some developers might protest that it is difficult to know how
and when competing interests or values tradeoffs lead to system-
atic harms and/or become wrongs. We sympathize but emphasize
that close adherence to a harm/wrongs distinction actually makes
such judgements more straightforward. If an AI system can be
reasonably anticipated to produce an algorithmic wrong before it is
developed or deployed, it should not be created in the first place (as
a reminder, a wrong is when one is treated unjustly, with “unjustly”
understood as an action or omission that is “morally indefensible”
[22:108]). To reiterate a key point, “not all problems can or should
be solved with [algorithmic] technology” [70:13], not least those
whereby such technologies exacerbate or reinforce existing wrongs.
But even when designers do not anticipate a technical system will
cause wrongdoing, they can be assured that it will produce some
range of harms. As such, even after attending for the potential
to do wrong, designers should still work to minimize systematic
harms and interest and value conflicts in their technologies through
mechanisms such as creative redesigns to dissolve or mitigate such
antipathies [24:109–113]. The case of algorithmic systems used
in medical contexts is illustrative: it may well be a wrong if a de-
signer of such systems does not make every attempt to minimize
reasonable harm to patients, but even above this standard, design-
ers and technologists are often impelled to shift the standard of
“reasonableness” towards less systematic harm.

Inevitably, an AI systemwill prioritize some interests over others,
and thus potentially produce algorithmic harms. As noted above,
non-wrongful harms can be significant in themselves and should be
avoided if possible. Moreover, tracking the responsibilities and im-
pacts of potential harms—especially in highly formalized instances
like the medical context—is necessary, in part because a harm as
cause may give rise to a new wrong as outcome. To accurately track
this distinction between harms and wrongs, we argue further that
certain requirements need to be met within both the scholarship
and design practice dedicated to these topics. For the purposes of
this paper, we focus on two examples. First, we argue that it is

necessary to understand harms and wrongs as contextual. Second,
we suggest that tracking this distinction requires engaging diverse
communities and stakeholders. This second requirement flows from
the first; because harms are contextual and socially embedded, we
need to consult with a wide range of stakeholders to appropriately
conceptualize both AI’s harmful and wrongful impacts.

The idea that harm is context-dependent has often been met
with resistance in the philosophical literature. For instance, Johann-
son and Risberg [37:23] argue that there is ‘no immediate reason’
to think that whether someone is harmed depends on context.1
In some cases, however, identifying a harm does seem to require
contextual analysis. For example, an AI system used for medical
diagnosis which does not provide patients with an explanation for
its results may not constitute a harm to everyone [42]. However, for
a patient who has experienced the prior wrong of discriminatory
treatment in health care, a lack of explanation could reinforce feel-
ings of marginalization or lead to non-compliance with treatment,
causing significant harm [28:4]. Similarly, harm theorists have re-
peatedly stressed that an adequate theory of harm “needs to enable
us to measure the severity of harm” [82]. For instance, though
privacy breaches may constitute a harm no matter who you are,
they can engender particularly severe harms depending on identity
and circumstance: they could, for instance, “cause [individuals]
with certain stigmatized illnesses to be alienated from their commu-
nities [,] reduce a person’s opportunities for employment, [or] even
lead to unwarranted increases in health insurance costs” [78:89] As
these examples above suggest, social and systemic factors greatly
impact the severity of a given individual harm.

Moreover, though it may be possible to identify some harmswith-
out considering wider contextual factors, distinguishing between
harms and wrongs does seem to hinge on context. An assessment of
wronging or wrongdoing typically entails an assessment of how a
harm (or non-harm wrong) came about. As Duff explains, one thing
that distinguishes harms from wrongs is the matter of how they are
caused. “One whose welfare interests are set back by a wrongful
human action might suffer just the same harm as one whose welfare
interests are set back by natural causes,” Duff notes; “What makes
the former’s harm a [wrong] is the additional fact that the harm
was caused by conduct that wronged him” [20:18]. To determine
whether conduct is wrongful, an adjudicator needs to consider a
variety of contextual factors ranging from agents’ intentions and
knowledge to the social norms governing unwarranted action and
what we are understood to ‘owe’ one another. A general example
of why this is so can be taken from [74]: imagine A accidentally cut
her finger with a knife while cooking. At first glance, it appears that
A has suffered a harm, but not a wrong. However, if the accident
occurred within a highly unsafe work environment, it seems far
more likely that the harm A experiences also constitutes a wrong
[74:126]. Likewise, offences, or ”conditions are unpleasant but not
necessarily harmful,” are only harmful if the offence is reasonable:
hence the importance of context to distinguishing between harms

1To demonstrate why this is the case, the authors compare the sentence ‘e harms S’ to
a paradigmatically context-sensitive sentence of ‘S is tall’ (p.23). The theorists argue
that ‘S is tall’ can be true in one context (e.g. when S is compared to her colleagues),
but false in another (e.g. when they are compared to basketball players), but that ‘e
harms S’ does not behave in this way (p.24).
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and wrongs. The reasonableness of taking offence depends on sev-
eral factors, including the temporal and spatial durability of what
has caused the offence (e.g., I may be offended by the smell of dog
feces on the ground, but am not harmed if I have the ability to walk
away from it), the extent to which I have sought out a situation
knowing in advance I will find it unpleasant, and/or the extent
to which my sense of unpleasantness derives from visceral versus
reflective responses.

Distinguishing between the harmful and wrongful impacts of
algorithmic systems also necessitates analysis of the broader social
context from which these systems emerge and to which they are
deployed [8]. For example, consider the issue of ‘proxy attributes’
—seemingly innocuous data points that correlate with socially-
sensitive attributes which serve as proxies for the socially-sensitive
attributes themselves [36,38,54]. To understand why systems har-
boring biases associated with a particular zip code are not just
harmful but wrongful, analysts must consider the social contexts
in which this data is embedded, acknowledging, for instance, the
relationship between neighborhood demographics and race as the
product of historical and ongoing patterns of racial oppression [7].
The need to consider context—especially social context—when ana-
lyzing the effects of these technologies is a touchstone of critical
scholarship on algorithmic systems [6,9,28,55,85,89]. In criticiz-
ing overly technical solutions to algorithmic harm, Birhane argues
that “a fundamentally equitable path must examine the wider pic-
ture, such as unquestioned or intuitive assumptions in datasets,
current and historical injustices, and power asymmetries” [8:1].
Himmelreich and Lim similarly stress the need to analyze social
and structural contexts, claiming that “in short, social structures
explain the patterns of behavior and phenomena that data ‘repre-
sent,’ and social structures condition practices that generate these
data” [28:7]. These and many other calls for analysis of algorithmic
systems as socially embedded underscore the point that, contra
the extant philosophical literature, harms and wrongs are highly
contextual concepts.

Second, we argue there is an urgent need to engage with a mul-
titude and a diversity of stakeholders and community members on
the harmful and wrongful impacts of AI systems. It is often easiest
to viscerally comprehend harms and wrongs we ourselves have
experienced, and those who are affected by new technologies are of-
ten epistemically best positioned to understand the nature of those
impacts [5,75]. Work in feminist epistemology has long recognized
that individuals can hold valuable and epistemically consequen-
tial insights in virtue of their social positionality [87], including
insights about when and whether they and/or their community
have been harmed, wronged, or both. Recent work on algorithmic
harm has increasingly emphasized the value of acknowledging the
capaciousness and multifariousness of expertise in evaluating the
significance of new AI systems in this way. Moss et al., for example,
write that “understanding algorithmic harms requires a broader
community of experts: community advocates, labor organizers,
critical scholars, public interest technologists, policy makers, and
the third-party auditors who have been slowly developing the tools
for anticipating algorithmic harms” [52]. Similarly, Metcalf et al.
note that expertise is “not limited to professional capacities,” and
that “Individuals and communities affected by algorithmic systems
are often the foremost experts in the potential harms they regularly

encounter, as well as the strategies they have developed to minimize
or avoid such harms” [48]. This argument has a direct impact on
policymaking, regulation, and standard setting in the context of AI
and other algorithmic systems [80]. To understand when and how
harms represent wrongs, such diversity of evidence is crucial.

One example is the case of vaccine passports: a new health
technology that allows individuals to carry easily accessible docu-
mentation of their vaccination status on their mobile devices [53].
Though such an innovation might seem convenient and harmless,
Mukogosi points out that certain groups, such as the BIPOC com-
munity, may be distrustful towards medical professionals thanks
to a long history of medical violence directed towards them. This
distrust might lead to a justified unwillingness to undergo vacci-
nation, and the oft misunderstood and underrecognized history
of this problem can result in discrimination if vaccine passports
are required for entry in certain locations. If a designer has never
had reason to distrust institutional healthcare, then they are un-
likely to consider the inequitable and potentially harmful impacts
of introducing health passports as a new technology for everyday
use.

A diverse set of perspectives is vital to grasp the full impact of
AI technologies in the many contexts in which these technologies
are being deployed, and to collectively address them. This second
criteria for respecting Feinberg’s harms/wrongs distinction flows
from the first; it is because harms are contextual and relational in
nature, policymakers need to engage with those who are subject to
them to understand how societies should respond appropriately.

6 CONCLUSION
We have argued that, despite widespread concerns surrounding the
harms produced algorithmic systems, the concept of harm itself
remains under-analyzed in the relevant literature. As a result, most
articles fail to explicitly define harm, rendering analyses suscep-
tible to biases and other inaccuracies. One notable exception to
this trend is work on algorithmic harm that rely on a definition of
harm developed by Joel Feinberg, wherein harms are conceptual-
ized as setbacks to interests [49,76]. Though Feinberg’s account
of harm has several shortcomings, it nonetheless points us in the
direction of an improved account of algorithmic harm. We argue
that Feinberg’s distinction between harms and wrongs, which has
thus far been overlooked in the current scholarship on algorithmic
harm, is a necessary feature of any full account of these technolo-
gies’ impacts. The conflation of harms and wrongs when analyzing
the impacts of AI has led to weakened claims of obligation in re-
sponse to the wrongful harms of AI, and the failure to recognize
the wrongless harms as well as the harmless wrongs produced by
these technologies. In advocating for the distinction between harms
and wrongs, we have argued both for the need to understand both
harms and wrongs as contextual, socially embedded concepts, and
have suggested that tracking this distinction requires engagement
with a diverse range of communities and stakeholders. In so do-
ing, our hope is to lay the groundwork for the development of a
suitable theory of algorithmic harm that tracks the conceptual and
moral differences between harms and wrongs, and one which has
impact on both the design of and policymaking around algorithmic
systems of all kinds.
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