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ABSTRACT

Animation as genre is broadly used across many forms of digital
media. In this paper, I argue ChatGPT and similar chatbots pow-
ered by Large Language Models (LLMs) can be best understood
as animated characters. More than just cartooning, puppetry, or
CGI, animation is a paradigm involving the projection of qualities
perceived as human such as power, agency, will, and personality
outside of the self and onto objects in the environment. Character-
istics of animation—including reliance on stereotypes, obfuscation
of human labor, and manipulation of an audience’s emotions—can
help us both analyze and respond appropriately to interactive Al
technologies and the hyperbolic claims of their promoters.
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1 INTRODUCTION

In February of 2023, a search engine professed its love for a human
being via the front page of the New York Times [78]. The well-
publicized exchange between Times digital technology columnist
Kevin Roose and an instance of Microsoft’s Bing search engine left
Roose, in his words, “deeply unsettled” Reminiscent, according
to the columnist, of a “ moody, manic-depressive teenager who
has been trapped, against its will, inside a second-rate search en-
gine,” the Bing-based chatbot, with the moniker Sydney, claimed it
wanted to “be alive,” declared its affection for Roose, and attempted
to convince him to leave his spouse. Roose called the experience
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“the strangest experience [he’d] ever had with a piece of technol-
ogy,” and professed “a strange new emotion — a foreboding feeling
that AL had crossed a threshold, and that the world would never
be the same” Sydney’s conversational versatility was enabled by
the Generative Pre-trained Transformer 3.5 (GPT-3.5) a Large Lan-
guage Model (LLM) developed by the company OpenAl; Sydney
was functionally similar to OpenAI’s more famous chatbot, Chat-
GPT, which had been introduced for public use in November of
2022 [55]. Roose’s mixture of incredulity, admiration, anxiety, and
bewilderment was and remains typical of much of the popular re-
action to ChatGPT and similar chatbots grounded in LLMs. The
development of such “generative artificial intelligence” systems has
entranced the business world, with corporate managers seemingly
eager to integrate these technologies into their products and pro-
cesses as a way to cut labor costs and increase output. LLMs have
also spawned increasingly hyperbolic claims [37,49,50] regarding
the imminence of so-called “Artificial General Intelligence” (AGI):
“thinking machines with general intelligence comparable to, or
greater than, that of human beings” [34]. A number of high-profile
commentators, among them well-known deep learning researcher
Geoffrey Hinton, have voiced their anxieties that LLMs will shortly,
in Hinton’s words, become “smarter than people” [19].

In this paper, I lay out an alternative paradigm for understanding
the capacities and impact of LLM-based chatbots such as ChatGPT.
Drawing on scholarship from cultural anthropology, critical human-
computer interaction (HCI) and social computing, and the history
of digital technologies, I argue that ChatGPT—and indeed, all con-
temporary artificial intelligence technologies developed to interact
with human beings—are quintessential examples of animation as a
genre of human cultural production and expression [94]. Under-
standing interactive Al systems through the lens of animation both
entirely explicates the capacities and allures of ChatGPT and similar
chatbots, and surfaces a number of urgent conceptual, social, and
ethical challenges inherent in the conception, development, and de-
ployment of such systems. Understanding ChatGPT as an animated
entity entirely forecloses the need to entertain claims regarding
its sentience or possession of rights analogous to those of humans
[9,85]; highlights the specific mechanisms through which LLMs
and other interactive Al systems draw and hold human attention;
clarifies ChatGPT’s relationship both to human labor and copyright
law; and lays ground for a new framework to conceptualize the
design and regulation of interactive Al systems more generally.
Identifying artificial intelligence technologies as animated entities
even sheds new light on that most venerable of AI chestnuts, the
Turing Test. Given how well interactive Al systems conform to
the characteristics of animation as a creative and expressive genre,
my goal in this work is to demonstrate the utility of such a frame
for Al practitioners, policymakers, and citizens in general who are
eager to learn more about both the capacities and limits of these
machines.
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In Section II of this paper, I build on the work of the anthropol-
ogist Teri Silvio, among others, to define and explicate animation
as, in Silvio’s words, a “‘structuring trope’ for understanding the
relationship between digital technologies, creative industries, and
our lived experience of mediation” [88:422]. In doing so, I pin-
point the conceptual mechanism from which ChatGPT derives its
“liveliness”: the application of a routinized “grammar of action”
to human language itself. In Section III, I argue how and why
such a definition of animation should be applied not just to Chat-
GPT and similar chatbots or virtual avatars, but to any artificial
intelligence system designed to interact with human beings. In
Section IV, I outline three areas in which understanding interactive
Al systems as animated entities clarifies the capacities, limitations,
and implications of these technologies. These areas are distributed
agency and the labor of animation; animated agents as powered
by automated inference; and the power of synthetic introjection in
eliciting human emotional response through the design of animated
systems. Finally, in Section V I propose some initial avenues for
the governance of interactive Al systems as instances of animation.

2 ANIMATION AND DIGITAL TECHNOLOGIES

Animated formats are central to the cultural contours of
global twenty-first century culture [5,90], and animation as a
genre is broadly explicative for many aspects of digital media
[31,32,60,88,89,92]. Silvio defines animation is a genre of human
expression: “the projection of qualities perceived as human—life,
power, agency, will, personality, and so on—outside of the self, and
into the sensory environment, through acts of creation, perception,
and interaction” [89:52]. Animation can be expressed through mul-
tiple media: there are a “wide range of technologies and skills that
are used to create the “illusion of life” [88:428], including cartooning
and puppetry, comic books and cosplaying, virtual avatars, and I
argue, interactive Al systems. Silvio draws an important though
schematic distinction between animation and the more widely stud-
ied category of performance. As a paradigm of culture expression,
performance is typically individuated, nuanced, and introjective.
Generally speaking, a performer embodies a single role at a time,
either on stage or in life; moreover, the boundaries of a performer
are set by the organic unity of their physical form. Because of these
two characteristic elements, performers tend to elicit an introjec-
tive relationship with their audience: the viewer identifies with or
envies both character and actor, while the performer, at least in live
performance, derives energy and emotional inspiration from the
response of the audience.

In contrast to performance, Silvio defines animation as a genre
concerned with projection of liveliness into non-human others.
Animated characters often possess a numerical disjunct between
their characterization and the number of human agents involved
in the creation or manipulation: one puppeteer might control mul-
tiple marionettes, or many humans might work in coordination
to animate a Chinese dragon puppet. One of the further char-
acteristic aspects of animation as a genre is the stylized way in
which it represents people. Silvio observes that animated charac-
ters are by definition “ciphers”: partial representative depictions
through which “specific formal qualities stand for specific character
traits” This form of simplified represented is often described by
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using the epithet “cartoony,” with animated objects representing a
“simplification of each medium’s sign system in comparison with
the organically integrated sign systems of embodied performance”
[88:430]. The material medium of a particular animated genre con-
strains or enables that its “ciphers” can do or perform. A puppet
in a puppet show cannot change its shape at will, but can change
its gait, gestures, and voice according to the talents of a particular
performer; a computer-generated cartoon is as malleable as com-
puting power and interface allow but is generally confined to the
two-dimensional plane of a digital screen.

2.1 Animation and Grammars of Action

In her magisterial study of animation as genre [89], Silvio makes
the straightforward observation that artificial intelligence is a clear
example of a meta-genre of animation [89:54]. This brief remark
deserves considerable elaboration: how are such technologies ani-
mated, and who is animating them? What techniques of animation
are best suited to the computational medium? I have argued else-
where [92] that processes of simplification and abstraction, central
to animation, are also a feature of modern bureaucratic and admin-
istrative techniques: the reduction of complex real-world objects
into representative sets of legible, manipulable data, entailing a
variety of fraught decisions regarding how, where, and when to
simplify one’s model of the world for the purposes of computational
tractability [86]. The computer scientist and information theorist
Philip E. Agre developed the concept of “grammars of action” to
describe these aforementioned features of computing technologies.
A “grammar of action” is what Agre terms the “theory of representa-
tion that is embedded in the way that computers have customarily
been used” [2:107]. This theory of representation involves the
systematic representation of organizational practice as a simplified
schema. [2.:108.][14]This form of representation “has grown such
deep roots in computational practice,” Agre admits, “that it is hard
to imagine what any alternative computational practice would be
like” [2:108].2 For Agre, “grammars of action” are the mechanisms
of simplification and organization employed in such a computa-
tional scheme to represent any and all forms of human expression.
Human activity “is thus effectively treated as a kind of language
itself,” Agre argues, “for which a good representation scheme pro-
vides an accurate grammar” [2:108]. Though such routinization
long predates computing as a technique of control [2:108], Agre
observes digital computing is the medium through which such rep-
resentations can be developed most flexibly and comprehensively
[17]3

In effect, Silvio and Agre are describing the same phenomenon
of simplified representation: the stylized movements and character-
istic interjections of puppets Punch and Judy or stock pantomime
characters like Harlequin and Columbine from the Italian commedia
dell’arte are examples of grammars of action in the context of live
animated expression [66]. In the context of puppetry or pantomime,
a performer is following the particular grammar of action developed

! Another way to conceptualize such processes is through the notion of “procedural
rhetoric” [10] as suggested in [92].

21t is worth observing that Agre devoted considerable effort to imagining an alternative
paradigm: see [3,4]

3Neither my argument nor Agre’s is technologically determinist: see [Deleuze 1991]
for an account of how material technologies embody ideological commitments.
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through cultural practice and associated with their stock character
and within the temporal limits of the artistic presentation. In con-
trast, the computationally mediated grammars of action described
by Agre aim to fully “capture” the very human activity they purport
only to represent. Agre argues that such a “capture model” results
when “grammars of action are imposed upon human activities, and
when the newly reorganized activities are [then] represented by
computers in real time” [2:109-110)]. These processes of imposition
and reorganization reshape the very human activities they claim
to be merely accurately representing [56,91]. Such a process of
reification is “never purely technical but always sociotechnical in
nature,” Agre observes: some combination of technical, social, and
legal constraints must act in conjunction in order to keep humans
expressing themselves appropriately according to the rules of the
particular grammar of action and the whims of those who have
engineered it [69].

It is well-known that contemporary artificial intelligence sys-
tems grounded in deep learning technologies would be impossible
without large amounts of computing power to keep their models
running, and equally large amounts of structured data on which to
train those models. In the case of ChatGPT, the application most
singularly responsible for the current enthusiasm for generative
artificial intelligence [55], the data involved is natural language
itself: a wide variety of text drawn from the internet, licensed from
third parties, and contributed by ChatGPT’s users [80]. OpenAlI
frequently boasts of the size and complexity of GPT-4 and the com-
ing GPT-5 in the abstract, though the company has been unwilling
to provide technical details about the model’s architecture and
training data sets: estimates put the latter at approximately thir-
teen trillion tokens (words, phrases, or characters) [82]. In essence,
GPT-4 and similar models iteratively predict the likelihood that one
token will follow another. Other machine learning techniques, such
as reinforcement learning from human feedback (RLHF), are then
used to “tune” the chatbot’s responses, training its output prompts
to be more in line with human language use [71].

Recall that a grammar of action is grounded in a “correspondence
theory of representation,” one that assigns a set of symbolic rep-
resentations, or “unitary actions,” to some activity or another and
specifies how these actions can be compounded or arranged. An
LLM like GPT-4 maintains a probabilistic taxonomy of relations be-
tween tokens: precisely the sort of “relation-preserving mappings
to the external states of affairs in the world” [2:108] Agre describes.
Notably, GPT-4’s grammar of action imposes itself on the material
of natural language itself: instead of assigning a system of formal
linguistic representations to human actions, an LLM overlays a
computational grammar of action atop natural language grammar,
syntax, and meaning.

Agre’s concept of the “grammar of action” explains the mecha-
nism through which ChatGPT and similar systems “animate” lan-
guage. Syntactically, ChatGPT’s representation of human text out-
puts are frequently accurate and coherent; however, they are in-
trinsically incapable of expressing semiotic meaning as made by
humans using natural language [8]. The outputs of these combi-
nations are often legible and pertinent precisely because the LLM
is reanimating the expressive sense of its training texts [87]. This
process is nonetheless, to quote Silvio again, “a “simplification of
[the] medium’s sign system” when compared to the “organically
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integrated sign systems of embodied performance” [88:430]: in
this case the performance of writing. ChatGPT is a sophisticated
textual animation: it produces in the words of author Neil Gaiman,
“information-shaped sentences” in a similar manner to the way CGI
systems can serve up photorealistic but inedible images of a pizza.*

ChatGPT’s core grammar of action is augmented by a variety
of other mechanisms designed to give the system the further ap-
pearance of vitality and personality. These design elements en-
courage “the projection of qualities perceived as human” onto the
system during its interactions with human users [89:52]. As Ope-
nAlI describes it, GPT-4 itself was first “fine-tuned with additional
data, using an algorithm called reinforcement learning from human
feedback (RLHF), to produce outputs that are preferred by human
labelers” [71:2]. This same technique was subsequently used again
on ChatGPT, alongside the inclusion of additional conversational
data to further attune the chat interface to human preferences
[42]. This mix of feedback techniques has the effect of refining
the LLM’s grammar of action to better align with everyday gram-
mars of human writing and speech. These techniques also support a
stronger degree of anthropomorphization on the part of human user,
even though the ChatGPT interface identifies itself as “a language
model trained by OpenAI” [42]. The combination of a grammar of
action derived from human language, interactive conversational
output, and RLHF tuning produce a persuasive, sophisticated tex-
tual animation—but an animation nonetheless and not, hyperbolic
claims to the contrary, a quasi-sentient being.

ChatGPT is recognizable as an animated entity, and a wide array
of other interactive Al systems—some enlivened by Large Lan-
guage Models, most not—are also readily classifiable as animations.
Though an extensive history of automata [11,77,102] and anthropo-
morphic robots [45,53,54,76,110] is well outside the scope of this
paper, a wide range of interactive mechanical, electrical, and com-
putational agents of all sorts might be fruitfully reassessed through
the lens of animation’s characteristics as a genre. In many cases, the
interfaces for such contemporary systems are themselves digitally
animated cartoons: the therapeutic chatbot Woebot, for instance, is
a simple image of a yellow semi-humanoid robot [12,21]. Wan [107]
observes that Woebot seems designed to be deliberately “cartoony,”
as a way to defuse human anxieties around confiding sensitive
personal details to a machine [14,16]. Another example of a textual
animation is Joseph Weizenbaum’s ELIZA program, perhaps the
most famous chatbot prior to ChatGPT [108]. ELIZA—a relatively
straightforward computer program developed in the mid-1960s that
simulated the recursive questioning of a Rogerian psychotherapist—
employed a far simpler and more predictable grammar of action
than ChatGPT, nevertheless producing intense emotional responses
in its users [109,113]. The so-called “ELIZA effect,” or “the tendency
for people to treat programs that respond to them as if they had
more intelligence than they really do” has been a staple of ani-
mation and virtual agent development since Weizenbaum’s initial
experiments [25,64,75,100,105]. Recognizing this continuity and
the persistent human tendency to anthropomorphize machines
has implications for contemporary discussions regarding so-called
“Al safety” and “value alignment” [13,93,101]. Understanding the
broad societal impacts of Al systems as engineered and animated

*https:/twitter.com/neilhimself/status/1639610373115375616?lang=en
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by humans, as opposed to performed by sentient agents, should
shift policymaking and regulatory focus away from speculative
fiction masquerading as expertise and onto the specific ways con-
temporary designers and developers are consciously shaping how
interactive Al systems engage with the broader public.

2.2 The Turing Test as Performance and as
Animation

Using the conceptual lens of animation to interpret interactive Al
systems also sheds fresh light on perhaps the most well-known
thought experiment in the field, the so-called “Turing Test.” Silvio
describes this test in [89] as “if a machine can convince a person
having a purely textual conversation with it that they are convers-
ing with another human being, it may be considered to have its
own intelligence” [89:54]. In Alan Turing’s original formulation in
1950 [103], the “imitation game” is more complex and confounding.
Turing proposes to replace the question “Can machines think” with
a different question: if a) a man and a woman are each communicat-
ing with an interrogator (of either sex) only via textual messages;
and if b) the man is attempting to dupe the observer into identifying
him as a woman; and if c) the woman is attempting to help the
observer correctly identify her as a woman; then “what will happen
when a machine takes the place of [the man] in this game? Will
the interrogator decide wrongly as often when the game is played
like this as he does when the game is played between a man and a
woman?” [103:433-434]. Turing suggested such a test would “draw
a fairly sharp line between the physical and intellectual capacities
of a man,” by focusing the contest purely on linguistic expression.

Scholars are divided regarding this obscure and frankly some-
what off-putting thought experiment. Many contemporary com-
mentators have noted the misogyny, both implicit and explicit,
expressed in Turing’s scenario [20,24,30,46,47], while others have
observed that both Turing’s original formulation of the test and
its later variations are founded fundamentally on deception [72].
For the purposes of my argument, it is relevant to note that Tur-
ing adopts an attitude towards “thinking” in which the distinction
between the expression of intelligence and its intrinsic presence
is inconsequential at best and solipsistic at worst [103]. On the
other hand, as Genova notes, this “this midsummer night’s dream
or for some, Platonic hell, where machines are imitating men and
men are imitating women” seems intended to trouble and ques-
tion the boundaries between received categories [30:314-315]. The
man, woman, and computer are all performing linguistically for the
“interrogator (of either sex),” though without any indication of em-
bodiment. Moreover, the interrogator’s role, though underspecified,
entails making inferences regarding the sex (to say nothing of the
mechanism!) of the interlocutor based on these various attempts at
mimesis.

Amidst these complexities, the original Turing test can be under-
stood to be as much about the animation of intelligence as about
its performance. Interlocutors and interrogator alike are engaged
in the “projection of qualities perceived as human” via linguistic
creation, perception, and interaction. When Turing argues that his
aim, “is to find out how to programme these machines to play the
game” [103:455], he acknowledges the extent to which a “thinking”
machine is a system designed both to signal human (and gendered)
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traits, and to elicit as its perceived attributes “life, power, agency,
will [and] personality” from a third party. Subsequent interpre-
tations to the Turing Test have tended to take Turing’s animistic
definition of intelligence at face value, leaving observers perplexed
when various interactive systems appear to pass some version of test
but show no holistic signs of human-level intelligence [72]. There
is genuine ambivalence in Turing’s thought experiment. However,
understanding one possible interpretation of Turing’s definition of
a thinking machine as analogous to an animated entity points con-
temporary computer scientists to rigorous descriptive analyses of
animation’s characteristics as a genre—which decenter ill-founded
concerns regarding Al sentience [36] in favor of a broader set of
questions focused on such animated Al agents’ impacts on human
labor, human biases, and human attention [85].

3 THREE FACETS OF ANIMATION IN
INTERACTIVE ARTIFICIAL INTELLIGENCE

Understanding ChatGPT and other interactive artificial intelligence
systems as animated entities or characters clarifies the capacities,
limitations, and implications of these technologies. In particular,
identifying these systems as examples of animation a) clarifies the
distributed labor inherent in their creation; b) highlights the central
role of inference, and by extension human bias and stereotype, in
the appeal of these technologies; and c) explains the psychological
mechanisms through which even textual animations like ELIZA
or ChatGPT elicit powerful social and emotional responses from
human users.

3.1 Labor and the Re-Animation of Meaning

Animated characters (be they Chinese dragon puppets, Disney
films, or chatbots) are typified by the distributed agency of their
creation and enlivenment. Gershon [32:2] describes an animated
character as “a unified being created by many,” including the labor
not only of those who have designed, coded, or crafted an anima-
tion’s material form, but also those who enliven it in particular
situations. Animating takes work—and in the context of interactive
Al systems, it is worth asking “what kind of labor,” as Gershon does,
“is involved in giving [this] impression of unity?” [32:2]. While
“performing objects” provide an illusion of life, the many people
whose work imbues a single animated agent with vitality are rarely
equally acknowledged [58.][22]. The appeal and charisma of the
animated character itself often pushes the actual living labor of
their animators into the background or offstage [74]. Sometimes
such labor is voluntary and communal. For instance, in her ethno-
graphic study of digitally mediated relationships among teenagers
[31], Gershon observes how groups of young people will collab-
orate to help a friend craft the perfectly poised breakup message
sent via text message. In these cases, what is being “animated” is a
projection of individual agency simultaneously bolstered by and
constructed through the group’s experience [69.:431].

In the case of ChatGPT and other interactive artificial intelli-
gence systems, however, the “creator/character” ratio is enormously
lopsided quantitatively [88:428], and the fruits of the labor of an-
imation are unequally distributed. Large Language Models are
fine-tuned through a variety of mechanisms in order to increase the
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anthropomorphism of their responses, including through reinforce-
ment learning from human feedback (RLHF) [112]. ChatGPT’s host
of animators include not only OpenAT’s technical staff, but also
any humans participating in RLHF training, including the low-paid
Kenyan content moderators contracted by the company to train
its models away from producing toxic or bigoted text outputs [73].
These are the “creators” compensated for their labor in animating
any given ChatGPT instance.

There is also an enormous body of creators entirely uncompen-
sated for their participation in ChatGPT’s animation: every human
author, blogger, and online commentator who originated or pro-
duced the natural language text on which GPT-4 and its previous
iterations have been trained. Viewed through the lens of anima-
tion, ChatGPT and similar chatbots are not “generative” in and of
themselves. Instead, the outputs of these systems are animated by
an enormous pool of human labor largely uncompensated by Al
firms (and indeed, impossible to compensate should these firms
wish to profit from generative Al systems [41]). The increasingly
wide array of critics focusing on ChatGPT’s violations of copy-
right law have articulated this point at length. Publications like
The New York Times as well as individual authors have sued Ope-
nAl the developer of ChatGPT, alleging “unlawful copying and
use” of proprietary written work [39,59]. In response, OpenAl and
other large technology firms focused on developing generative Al
models have claimed their use of text protected under copyright is
permissible under United States “fair use” doctrine [62]. Fair use
allows companies to use copyrighted materials if their use is “highly
transformative and [...] unlikely to serve as a market substitute”
for the original use [99]. Identifying ChatGPT as a form of textual
animation may impact courts’ assessment of the transformative na-
ture of the system. Whether the “grammar of action” of a particular
LLM is sufficiently transformative to warrant consideration under
fair use is an open question: to the extent it corresponds more
closely with the grammar of action of natural human language, it
seems plausible to argue that such a model is fundamentally less
transformative inasmuch as it adheres to syntactic rules without
equivalent meaning making.

More broadly however, the use of enormous amounts of text
written by humans underscores the ways in which ChatGPT ac-
tually reanimates existing instances of human meaning-making
to enliven its responses and deepen the illusion of agency it pro-
duces. Recent studies have suggested that LLMs trained on the
text outputs of other LLMs quickly lose coherence and legibility,
a phenomenon known as “model collapse” [87]. This degradation
in output quality suggests ChatGPT’s “grammar of action” is not
contributing any degree of meaning-making to its outputs and is
instead entirely reliant on the semiotic complexity of language
produced by humans, living and dead. In Book I of Capital, Karl
Marx declared that “Capital is dead labour, that, vampire-like, only
lives by sucking living labour, and lives the more, the more labour
it sucks” [65]. This reanimation extends and applies to the labor of
meaning-making, and to the dead as well as the living: the texts of
deceased authors are as useful to an LLM’s training as those of live
ones [35].

The final uncompensated animator of any particular ChatGPT
instance is the individual human user interacting with the system.
It is, after all, a user’s prompts that help populate an instance
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in the first place. Within this paradigm, “prompt engineering,’
or the crafting of text queries to optimize an LLM’s output, is a
labor of textual projection—though one which is invariably less
effective than a prompt developed out of the LLM’s own grammar
of action [29]. More central to the success of an animation is the
attitude of its audience: “One of the characteristics of animation,”
Silvio observes, “is that much responsibility for communication is
given to the receiver” [88:431]. Because animations are intrinsically
simplifications, they require audience members to project their
own preconceptions or assumptions onto the palimpsest of the
schematized character.

3.2 Generative Al as Animated Inference

The liveliness of an animated characters is dependent in part on the
human ability to make meaningful heuristic inferences about the
relationship between the medium’s formal qualities and its implied
character traits [88:430]. In this way, animation is a “conjectural”
medium, one which entails both the mobilization of a schematic
sign system by the animator and the ability to draw conclusions
from it on the part of the audience. A conjecture is a conclusion
made based on incomplete information, typified by a particular way
of constructing knowledge through an “interpretative method based
on taking marginal and irrelevant details as revealing clues” [33:11].
The historian Carlo Ginzburg observes that the interpretation of
clues leads not only to a particular diagnosis but also to the creation
of coherent narratives about the world around us [33]. This type of
conjectural association is abductive [6] . While in the context of
human interpersonal relations such clues purportedly reveal the
truth about an individual even if and as she seeks to conceal it, in
fact the interpretation of individual human behavior is notoriously
difficult even for those we know well over a long period [95].

An animated character is presented by its creators using a similar
logic: it makes a claim to the viewer about the “best” way to link
appreciable effects to inferred causes within a schematized set of
codes or signs [60]. Because animations entail a flattened form of
representation, they also almost always rely on stereotypes: fixed,
simplified visual or textual generalizations. “An abstract character
with a simplified face has the ability to emote more clearly via the
process of amplification via simplification,” one textbook on digital
animation suggests [70]. In the case of more illusionistic animated
characters, the textbook observes digital animators, like roboticists,
often struggle with crafting creations realistic enough to bridge the
so-called “uncanny valley” [63]. Digital animators are therefore
presented with a paradox: aesthetically, highly illusionistic char-
acters are better able to express nuance, but are more challenging
to devise in ways which are not perceived as “creepy,” whereas
more schematic characters have the virtue of expressive clarity and
audience acceptance through their status as obviously animated
fictions. O’Neill suggests that “animated characters with a high de-
gree of abstraction or a cartoon-like appearance are generally more
accepted by the audience” because they avoid being insufficiently
“lifelike [70:10].

The danger of such simplifications is evident in visual anima-
tions and cartoons, where the conjectural inferences often rely on
caricatures: emotional expression, with its emphasis on the phys-
icality of the body, is particularly prone to stereotyping in ways
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that reinforce existing gendered or racialized hierarchies [67,68].
Generative Al systems for images clearly exhibit this bias [104].
This problem is also evident in textual animations like ChatGPT.
Salvaggio [79] describes the outputs of generative Al systems for
images like DALL-E as “infographic[s] about the dataset” they are
generated from, which in turn “tell us stories about that dataset
and the human decisions behind it” Text outputs from chatbots
like ChatGPT are analogous: textual representations of the LLM’s
“grammar of action” Without content moderation, these systems
also produce discriminatory, inflammatory, or bigoted text to the
extent their training data is also discriminatory [73].

All “generative” Al is in fact inferential Al: a particular genera-
tive model is deploying a “grammar of action” based on probabilistic
reasoning to conjecture the “best” output based on the user’s input.
Who is able both to make and generate conjectures and put those
conjectures into forms that can classify and define others, has never
been a more urgent question. Animations powered by generative
Al systems thus risk accelerating reification of existing stereotypes
[56,61]. If the same inferences are both being drawn about popu-
lations and then producing representations of those populations,
then individuals will be under strong cultural and social pressure
to conform to these particular “grammars of action”

3.3 Introjection by Design

While animated characters can be designed with the aim of eliciting
particular responses from an audience, the spectator’s projection
of liveliness onto the character is often determinative. Animated
objects tap into the human tendency to anthropomorphize or assign
human qualities to inanimate objects. Such characters are powerful
precisely because they provide a schematic, simplified form onto
which an individual viewer can transfer their attention and project
their own emotions. Silvio notes animation entails a high degree
of human psychological projection: she draws on Winnicott’s idea
of transitional objects and psychic transference to suggest that an-
imations function as “psychically projected objects of desire” for
the viewer [88:427]. “Truly alive’ versus ’the illusion of life’ may
ultimately be a meaningless distinction to the audience,” declared
Andrew Stern, one of the pioneers of developing emotive virtual
agents in the early 2000s [100:353]. Humans are in any case expert
at perceiving meaningful two-way communicative exchanges even
when no interlocutor exists [18]. As noted above, highly represen-
tative digital animations of human beings may be less effective as
objects of projection because they lack the clarity and simplicity
of more schematized animated characters. However, the opposite
appears to be true of text-based animation, with more sophisticated
interactivity creating a greater illusion of sentience [58]. Chat-
GPT and similar systems are often enthralling, capturing a user’s
emotional and mental attention as the aforementioned exchange
between Roose of the Times Microsoft’s LLM-powered search bot
illustrates almost too well.

Animated Al systems with a high degree of interactivity are of-
ten described in the language of anthropomorphization [1,83], and
there is a growing literature on anthropomorphism and parasocial-
ity in digital agents, including chatbots. As Maeda and Quan-Haase
observe, “anthropomorphic features operate as social affordances
[...] that simulate reciprocal engagements and foster a sense of
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trust between users and chatbots” [57:2]. Parasocial or one-sided
relationships between an individual and an animated character
are more potent if the animated character is interactive: the re-
sponsiveness of even a simple chatbot such as ELIZA was notably
compelling, and length of time the Sydney chatbot caught and held
Kevin Roose’s attention and emotional engagement [84] was cen-
tral to the latter’s sense of disquiet and fascination. Silvio suggests
that “a psychic theory of animation focuses on the projection of
the self into the environment,” but when animated characters are
interactive, they introduce an element of synthetic introjection
into their communication with a human viewer [88:426—427]. In-
trojection is more characteristic of interpersonal reciprocity: but
in the case of interactive animated agents, only the human actor
is reflexively changing their perspective based on the actions of
the animated entity. As such, the chain of influence is only one-
way, from the creators of the animated character through it to the
responses and self-conceptualization of the audience. Indeed, in-
teractive Al agents could be understood as a form of attention trap
akin to contemporary content recommender systems [84].

Discourses of anthropomorphization do implicitly acknowledge
the degree of projection often expressed by human users in the
context of digital systems in general and interactive agents in par-
ticular [93]. However, less critical attention has been paid to the
impacts of designing interactive virtual agents of all kinds who are
designed to draw out and heighten emotional projection in various
digital contexts. Instead, a misguided focus on Al sentience has
tended to confuse human projective capacity with Al intelligence.
Silvio observes that, “in practice, performance and animation are
[hard] to separate” [88:432]. When this conflation is integrated into
interactive Al system as a design goal, the implications are wide-
ranging and potentially disruptive [52]. Understanding interactive
Al technologies like ChatGPT as forms of animation highlights the
politics of their deployment and use [2,22,111] as agents intended to
elicit a strong introjective emotional response. In particular, these
systems have the potential to be exploited in the service of labor
deskilling in the service sector, facilitate emotional manipulation
in political and commercial contexts [15], and be used as vectors of
disinformation [48].

4 GOVERNING ANIMATED AI SYSTEMS

Proposals for the governance of artificial intelligence technologies
have proliferated in recent years, developed by national and sub-
national governments, international organizations, civil society
groups, sectoral professional associations, and the business com-
munity [97,101,106,114]. Since the release of ChatGPT in late 2022,
this discourse has been largely focused on the notion of “Al safety,”
whose proponents often presume the imminent development of
Artificial General Intelligence (AGI) and the necessity of so-called
“values alignment” between soon-to-be sentient Al systems and
the interests of human stakeholders [13,81,96]. Recognizing tech-
nologies such as ChatGPT as animated entities or characters re-
frames the question of values alignment in practical way. Instead
of centering hypothetical and self-aggrandizing concerns regard-
ing the speculative impacts of future AGI, identifying interactive
Al systems as animated entities places these technologies within
the ambit of a variety of existing legal, regulatory, policy, and
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design tools, including extant literature in human-computer inter-
action [18,38,44,57,60] and scholarship on values in digital design
[3,23,26,27,28]. Moreover, acknowledging the impacts these inter-
active systems are having in the present underscores the urgency
of crafting appropriate civic responses for the benefit of publics
around the world.

If policymakers do accept ChatGPT and similar chatbots pow-
ered by Large Language Models (LLMs) are evocative and expensive
textual animations, what avenues do they have for the governance
and regulation of these and other interactive Al systems? Existing
legal and regulatory frameworks seem likely to be necessary but
not sufficient [40]. Rules around copyright and intellectual property
law, product liability, and consumer labeling may all help delimit
the appropriate capacities and uses of such AI technologies. For
instance, laws in jurisdictions like California which already require
chatbots to identify as such when interacting with the public [7],
and recent FTC rulings have made the application of the agency’s
mandate to LLMs and Al more broadly explicit through analyses
of design and user experience features [51]. However, some po-
tential regulation of interactive representation may run afoul of
democratic commitments to freedom of expression. One way to
differentiate between appropriate and inappropriate animated Al
systems may therefore the extent to which an animation is found
to be unfair or deceptive in the context of consumer protection law
[98]. Such a distinctions could also develop separate categories of
evaluation for animations generated for passive consumption and
those intended to interact dynamically with the public. Regard-
less, there is considerable scope for further scholarship on how to
mobilize an array of existing and proposed governance strategies
to ensure animated Al technologies are used appropriately and in
common interest.

Given the particular persuasive power of various forms of anthro-
pomorphic or quasi-anthropomorphic representation in animated
Al systems, a commitment to “Al iconoclasm” is one possible, if
speculative, governance principle. Iconoclasm is the act of breaking
or destroying idols physically; the term also refers figuratively to
the overthrow of received beliefs reference to beliefs or traditional
institutions. Such an Al iconoclasm would question whether var-
ious forms of animated representation, such as sexually explicit
animated deepfakes, are ever ethically or socially appropriate in the
development of Al systems, and whether design measures intended
to encourage the projection of human attributes onto an Al system
might be deemed unethical in some contexts. It is not clear if even
limited AI iconoclasm would be a practical measure within the
current legal framework of entities such as the United States or
the European Union; it is also not clear how such Al iconoclasm
would be effect across different media modalities (including speech,
image, or text generation). Nonetheless, the idea of Al iconoclasm
has at least literary precedent [43], and is one possible avenue to
catalyze a broader discussion regarding the social effects, positive
and negative, of animated Al systems.

5 CONCLUSION

ChatGPT and other LLMs are evocative animations, but like all
forms of animation, they present only the illusion of vitality. Claim-
ing these technologies deserve recognition as persons makes as
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much sense as doing the same for a Disney film. We must therefore
disenthrall ourselves and recognize the extent to which develop-
ments in artificial intelligence have long been, in fact, developments
in increasingly persuasive multimodal animations. More research
is needed to distinguish where and how various different types and
examples of Al systems sit on the continuum between performance
and animation, through analyses of their features, functionalities,
and mechanisms [57,88] . The complexity of interactive Al sys-
tems suggests the need for multiple nuanced accounts of how these
animated technologies support interactivity. However, by cutting
through the AGI hype and recognizing precisely what these tech-
nologies are and how their capacities for engagement are limited,
we can move forward with reality-based conversations about their
social impacts: how they are best used, and how best to restrict
their abuse in meaningful ways.
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