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ABSTRACT
This paper presents a critical, qualitative study of the socially contested role of algorithmic bias in the context of the Chicago crime prediction algorithm, a predictive policing tool that forecasts when and where in the city crime is most likely to occur. Through interviews with 18 Chicago-area community organizations, academic researchers, and public sector actors, we show that stakeholders from different groups articulate diverse problem diagnoses of the tool’s algorithmic bias, strategically using it as evidence to advance criminal justice interventions that align with stakeholders’ positionality and political ends. Drawing inspiration from Catherine D’Ignazio’s taxonomy of “refusing and using” data, we find that stakeholders use evidence of algorithmic bias to reform the policies around police patrol allocation; reject algorithm-based policing interventions; reframe crime as a structural rather than interpersonal problem; reveal data on authority figures in an effort to subvert their power; repair and heal families and communities; and, in the case of more powerful actors, to reaffirm their own authority or existing power structures. We identify the implicit assumptions and scope of these varied uses of algorithmic bias as evidence, showing that they require different (and sometimes conflicting) values about policing and AI. This divergence reflects long-standing tensions in the criminal justice reform landscape between the values of liberation and healing often centered by system-impacted communities and the values of surveillance and deterrence often instantiated in data-driven reform measures. We advocate for centering the interests and experiential knowledge of communities impacted by incarceration to ensure that evidence of algorithmic bias can serve as a device to challenge the status quo.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI.

KEYWORDS
criminal justice; predictive policing; algorithmic bias; qualitative

*Both authors contributed equally to this work.

1 INTRODUCTION
Over the past two decades, public scrutiny and outrage toward policing scandals has led some of the largest police departments in the US to turn to “data-driven” policing as a reform and public relations measure [10]. Place-based predictive policing tools, which forecast crime “hotspots” based on past crime incidence data, have become an increasingly popular and controversial strategy for addressing a range of issues in policing, from resource limitations to unconscious biases in decision-making [63].

Proponents laud predictive policing as an evidence-based policing reform that promises more objective decision-making [18, 40, 55, 56], while critics argue that it exacerbates the very issues it is meant to address [33, 60, 64]. Algorithmic bias—the disparate treatment of or impact on protected groups by an algorithm—has been at the center of the discourse about predictive policing, including concerns about the algorithms’ reliance on “dirty data” and the possibility of feedback loops in officers’ arresting behavior [17, 43, 60, 63].

Standard algorithmic fairness approaches have focused on identifying, removing, or managing statistical biases [21], with strategies ranging from pre-, during and post-deployment strategies to preventing models from learning or outputting biases [17, 20, 79, 80]. However, many critics have pointed out that verifying that an algorithm is correctly ‘calibrated’ is not the right question to ask when underlying data reflect structural injustices [2, 36]. Indeed, the bias exhibited by predictive policing algorithms is considered by many scholars to be an inevitable artifact of higher police presence in historically marginalized communities [43, 81], a reflection of the structural race- and class-biased patterns of the criminal legal system and an unequal society more broadly, rather than a technical “glitch” [8]. In response, some researchers have called for more substantive notions of algorithmic fairness that take algorithms’ objectives and sociotechnical contexts into account [3, 30, 31]. Others have focused on providing affected communities with alternative tools to respond to the deeper societal issues indicated by algorithmic bias, such as the use of civilian dashcam data to detect disparities in police deployments [24]. In short, there has been widespread disagreement about how to respond to evidence of algorithmic bias.

This paper presents a critical, qualitative study on the socially contested role of algorithmic bias in the context of the Chicago
we advocate for centering the interests and experiential knowledge of and for critique to a pragmatic device to address the disparities of communities impacted by incarceration through participatory methods to ensure that algorithmic bias evidence can function as a device to challenge the status quo.

We identify the implicit assumptions and scope of these varied uses of algorithmic bias as evidence, showing that they require different (and sometimes conflicting) values about policing and AI. Notably, using enforcement bias to inform more efficient allocation of police patrols diverges from the use and interpretation of the same evidence by stakeholders with lived experience in the criminal justice system, who diagnose the source of the bias as systemic. This divergence reflects long-standing tensions in the criminal justice reform landscape between the abolitionist values of liberation and healing often centered by system-impacted communities and the values of surveillance and deterrence often instantiated in data-driven reform measures. We discuss the implications of these differences in relation to participants’ social positions, and we advocate for centering the interests and experiential knowledge of communities impacted by incarceration through participatory methods to ensure that algorithmic bias evidence can function as a device to challenge the status quo.

2 BACKGROUND AND RELATED WORK

2.1 Algorithmic bias: from an object of social critique to a device for social change

Notwithstanding the widespread claim that algorithmic bias is a mirror of existing disparities [45], it is rarer for algorithmic bias to be taken seriously as a source of evidence to emancipate and support marginalized communities. Bias has helpfully been identified as a boundary object [32], an entity which, despite disagreement about its nature, provides a lens for critique and confrontation of different stakeholders’ views. In this paper, we take this characterization of bias a step further; namely, we want to move from bias as an object of and for critique to a pragmatic device to address the disparities it mirrors.

Skepticism about applying a computational lens to societal problems [8, 11, 14, 19, 26, 29] has led to a reconsideration of the roles of computational tools from optimization and individual predictions toward systemic interventions to address deeper issues of justice and equity [4, 5, 29]. Recent work in critical data studies [1, 14, 54], as well as past work at the intersection of sociology and statistics [12, 13] has mapped out ways in which practices around the use of computational tools, from the design to the deployment of these tools, can be used to address existing disparities or injustices in the status quo.

Computational tools can help unveil or criticize specific aspects of society. Through their reliance on historical and empirical data, tools both in statistics [12] and in machine learning [1] can help disclose the wrongdoing of an institution by appropriating or questioning its own numbers. The categorization and labeling needed to make data legible can indirectly lead to the creation or resurfacing of neglected or unrecognized social categories, redefine an existing category, or provide a means to defend a category and its rights (e.g., make it “legible” to the system) [12, 14]. The use of computational tools can also reformulate social problems and reshape public objectives. The exercise of problem formulation and formalization the tools entail can help reason about and reassign an institution’s priorities [12], articulate and reason about how societal problems are formulated [54], and highlight the limitations presented by computational techniques [1].

The power of numerical tools, however, can work in both directions. It can expose as much as it can affirm existing power structures [4, 12]. The same numbers that can be used by communities to expose their oppression can, for example, be used by police to justify their intervention. Starting from these considerations, this article explores whether algorithmic bias can be used as a device to disclose or address the societal disparities that it mirrors. At the same time, we explore how evidence of bias enables diverse problem diagnoses and supports the identification of solutions contingent upon individual worldviews. Given its potential to disclose as much as affirm power, we explore how – if at all – this evidence can serve the interests of affected communities.

We connect these questions to a parallel tension in criminal justice between abolitionist and reformist responses to the crisis of mass incarceration. Abolitionist philosophy calls for an end to the reliance on imprisonment and policing and proposes alternatives that engage holistically with the structural conditions underlying violence and suffering [46]. In this vein, abolitionists often advocate for ‘non-reformist reform’, change that is not cordoned by what is possible within the current system but rather change that is premised on what should be made possible long-term given human needs [27]. Non-reformist reform prioritizes decarceration and reinvestment of resources back into communities. This is in contrast to ‘reformist reform’, which limits its objectives to the maintenance and practicality of the current system. Most data science applications in the context of criminal justice are reformist reforms [28]; as we see in the interview results, the predictive policing tool itself is seen as a reformist reform, drawing a sharp line with reform advocates in favor and abolitionists opposed.

2.2 The Chicago Crime Prediction Tool

Since the early 2000s, police departments around the US have begun adopting new technologies to forecast crime, often in partnership with private companies like PredPol and Palantir [10]. The Chicago Police Department (CPD) first began using CompStat, an early data-driven geographic forecasting policing program, in 2003 [73]. In 2012, the CPD started using the Strategic Subject List, a
person-based predictive policing tool made by the Illinois Institute of Technology, to generate a “heat list” of likely perpetrators or victims of violent crime [69]. The program was terminated in 2019 following investigations showing that the program was inaccurate, ineffective, and racially biased, among other problems [41, 70]. In 2018, the CPD started using ShotSpotter, a controversial gunshot audio detection technology, to dispatch police to areas with suspected recent gunfire, which led to high-intensity investigatory stops and fatal interactions between the CPD and city residents [65]. In March 2021, ShotSpotter was involved in an incident in which police killed 13-year-old Adam Toledo, intensifying community opposition to the technology. After investigations found that ShotSpotter was inaccurate, exacerbated the over-policing of neighborhoods of color, and increased unconstitutional stop and frisk by police [22, 23], city officials announced that they would end their contract with the company by September 2024 [50]. These events all happened in the backdrop of the 2017 consent decree, a court order mandating broad police reform in the city of Chicago.

A recent article on event-level prediction of urban crime in Chicago (herein referred to as the Chicago crime prediction algorithm) [61] is the latest development in this spotted history, though the algorithm is not yet deployed by any police department. Using violent and property crime incidence data from the city of Chicago, Rotaru et al. built a spatiotemporal network that inferred patterns from past event occurrences. This network, known as the Granger network, comprised local estimators forming a communicating network to predict future infractions. Using publicly recorded historical event logs, Rotaru et al. extended their analysis beyond the training sample to events in the subsequent year. See Figure 1 for a model card [49] outlining additional details of the algorithm.

In contrast to the CPD’s wave of failed predictive policing experiments, Rotaru et al. present their novel algorithm as taking a different approach to predictive policing. Their stated aim is not simply to predict hotspots of crime with greater accuracy than commercially available tools but also to “garner deep insight into the nature of the dynamical processes through which policing and crime co-evolve in urban spaces,” including how policing interacts with, modulates and reinforces crime. They emphasize that they see the nature of the dynamical processes through which policing and crime co-evolve in urban spaces,” including how policing interacts with, modulates and reinforces crime. They emphasize that they see the algorithm as serving the dual role of enhancing state power through criminal surveillance while also providing a means to scrutinize states by allowing researchers to “audit them for enforcement biases” [61]. Indeed, Rotaru et al. write that the Chicago crime prediction algorithm indicates the presence of socioeconomic bias in law enforcement. Modeling the number of individuals arrested during each recorded event allowed the researchers to contrast crime rates with arrest rates, revealing that increases in crime rates correlated with increased arrests in wealthier areas, whereas in low socioeconomic status neighborhoods, arrest rates dropped without a corresponding decrease in crime. This pattern persisted across all the years under analysis. The researchers attributed this bias to resource constraints on police, compounded by discretionary prioritization of wealthier neighborhoods, corroborating suspected enforcement bias toward US suburbs with high socioeconomic status [42, 47]. The authors used this evidence of socioeconomic enforcement bias to suggest a need-based reallocation of police patrols across neighborhoods in Chicago.

### Figure 1: Chicago Crime Prediction Algorithm Model Card

<table>
<thead>
<tr>
<th>Model Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Spatio-temporal network inference algorithm: infers patterns of past event occurrences and constructs a communicating network (Granger network) of local estimators to predict future infractions.</td>
</tr>
<tr>
<td>– Published by academic researchers Rotaru et al. at the University of Chicago in <em>Nature Human Behavior</em> in 2022 [61].</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Intended Use</th>
</tr>
</thead>
<tbody>
<tr>
<td>– To accurately predict hotspots of crime in Chicago, producing insights on the processes of crime and its interaction with policing.</td>
</tr>
<tr>
<td>– The authors recommend policy changes for “more equitable, need-based resource allocation” of police and suggest that their tool can “be used to track the extent to which such policies approach this trace of equitable enforcement allocation.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Training Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Spatiotemporal logs of crime incidence data in Chicago, as well as the nature, category and description of each incident.</td>
</tr>
<tr>
<td>– Public domain criminal event logs were also analyzed for seven additional cities: Detroit, Philadelphia, Atlanta, Austin, San Francisco, Los Angeles and Portland.</td>
</tr>
<tr>
<td>– Socioeconomic variables corresponding to regions of Chicago.</td>
</tr>
<tr>
<td>– The number of individuals arrested during each recorded event is modelled separately, allowing the investigation of enforcement bias.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Metrics and Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Area Under Curve (AUC), Predictive Accuracy Index (PAI) (normalized event rate in identified hotspots), Prediction Efficiency Index (PEI).</td>
</tr>
<tr>
<td>– PAI and PEI results were compared against the best-performing teams in a crime forecast challenge hosted by the National Institute of Justice in 2017.</td>
</tr>
<tr>
<td>– Enforcement bias: “In wealthier neighbourhoods, the response to elevated crime rates is increased arrests, while arrest rates in disadvantaged neighbourhoods drop but the converse does not occur.”</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Ethical Considerations</th>
</tr>
</thead>
<tbody>
<tr>
<td>– Potential misuse: the authors acknowledge that these results may be falsely interpreted to justify increased police intervention in higher-crime (often more racially and ethnically diverse) neighborhoods, which could lead to increased surveillance and fatal police interactions in marginalized communities.</td>
</tr>
<tr>
<td>– Bias in crime reporting data: Rotaru et al. also note that incident logs likely contain “biases arising from disproportionate crime reportage and surveillance [of communities of color],” which “no amount of scrubbing or clever statistical controls can reliably erase.”</td>
</tr>
</tbody>
</table>

### 3 METHODS

To interrogate the ways in which the enforcement bias captured by the Chicago crime prediction algorithm can serve as evidence, we conducted semi-structured interviews with 18 stakeholders, primarily from the Chicago metropolitan area.

**Recruitment and Demographics.** We conducted interviews with stakeholders from various backgrounds, including academia, community organizations, and the public sector. After an initial mapping of relevant actors through desk research, we selected the rest through referrals from initial respondents. At the time of this writing, the Chicago crime prediction algorithm has not been publicly deployed; snowball sampling allowed us to trace a latent network of relevant actors that we otherwise would not have identified [53]. We continued recruiting and interviewing participants from each
background until no new themes or information directly relevant to the project emerged from the interviews [66] or our timeframe for data collection passed. In total, we attempted to recruit 62 participants, achieving a response rate of 29%. We made an effort to select participants with variation [75] across roles (see Table 1) and level of personal exposure to the criminal legal system (see Table 2), ranging from no prior involvement to formerly incarcerated. This variation enabled us to consider the role of individuals’ positionality in the results; we indicate each quoted participant’s background (‘C’ for community organization, ‘R’ for researcher, or ‘P’ for public sector). While eight participants had direct experience or knowledge in the results; we indicate each quoted participant’s background until no new themes or information directly relevant to the project emerged from the interviews [66] or our timeframe for data collection passed. In total, we attempted to recruit 62 participants, achieving a response rate of 29%. We made an effort to select participants with variation [75] across roles (see Table 1) and level of personal exposure to the criminal legal system (see Table 2), ranging from no prior involvement to formerly incarcerated. This variation enabled us to consider the role of individuals’ positionality in the results; we indicate each quoted participant’s background (‘C’ for community organization, ‘R’ for researcher, or ‘P’ for public sector). While eight participants had direct experience or knowledge of the algorithm, several interviewees had no prior familiarity with it; these latter interviews helped inform our understanding of Chicago-area policing more broadly.

Due to confidentiality concerns, recruiting participants from the public sector was challenging. This is a common issue in interviews with participants in senior or official roles – so-called “elite” interviews [59]. We accounted for this by recruiting two additional participants, one who is a contractor for the criminal legal system and another who works for an oversight body.

Interview Process. Interviews ranged from 30 minutes to 1 hour, with an average length of 39 minutes. The first author conducted all interviews; two interviews were carried out in person and the rest via video call. Interviews were semi-structured [16], allowing us to focus and dig deeply into an initial set of topics, while also letting participants’ expertise guide the interview and allowing new themes to emerge [62]. Specifically, we asked about participants’ understanding of and attitudes toward algorithmic bias generally and police enforcement bias specifically; the challenges and problems they believe to be associated with these biases; and the interventions available or those they envision in the future (see Appendix A for a full list of interview questions). We adjusted the content and wording of the questions slightly depending on the participants’ particular knowledge of or experience with the algorithm and the criminal legal system. For example, for participants with intimate knowledge of the algorithm, such as its developers, more technically detailed questions were posed, while for participants with local knowledge of the criminal legal system, such as members of community organizations, a stronger emphasis was placed on questions about the Chicago context and community safety.

Qualitative Analysis. We analyzed interview transcripts using the qualitative data analysis software NVivo. Both authors analyzed interviews iteratively, identifying recurring themes, reviewing transcriptions 2-3 times, and switching between inductive coding and data collection to clarify and strengthen themes and uncover opposing evidence [48]. We converged on seven high-level themes (in order of most to least prevalence in the interview data): downsides of AI; upsides of AI; structural bias; lived experience and positionality; abolition; reformism; and controversy around policing (see Appendix B for a code table). We complemented the results from the interviews with a document analysis [39] of policy proposals and programs produced by the interviewed stakeholders, as well as other active participants in the domain of policing and justice reform in the Chicago area (e.g., policymakers, regulators, community organizations, and think tanks). Through triangulation with findings from our interview data, we were able to elucidate, refute, or expand on the findings from our interview data [25].

4 RESULTS

Across the board, interviewed stakeholders strategically used algorithmic bias as evidence to advance interventions that aligned with their own positionality and values about the criminal legal system. Drawing inspiration from Catherine D’Ignazio’s taxonomy of feminicide activists “refusing and using” data [14], we see that stakeholders from different backgrounds use evidence of algorithmic bias to reform the policies around police patrol allocation; in the case of more powerful actors, reaffirm their own authority or existing power structures; reject algorithm-based policing interventions; reveal counterdata on authority figures in an effort to subvert their power; reframe crime as a structural rather than interpersonal problem; and repair and heal families and communities.

4.1 Reform: Towards “a legitimate, ethical, fair police force.” [P013]

4.1.1 Policing as an optimization problem. Making policing more ‘fair’ is a standard goal of criminal justice reform [72]. Stakeholders from academic and public sector contexts tended to focus on ‘over-’ or ‘under-policing’ as the source of the Chicago crime prediction algorithm’s bias, emphasizing the benefits of allocating policing more optimally, such as increased public safety and police legitimacy. However, these participants had mixed views about whether predictive policing was a viable strategy to achieve this goal.

Three of the academic researchers we interviewed, including one of the tool’s developers and members of a Chicago-area research group focused on criminal justice research, framed the problem revealed by algorithmic bias as a police allocation issue. One senior member of the research group [R006] explained the need for improving police presence in marginalized neighborhoods: “People
who live in those communities ask for more police because they’re facing high levels [of violent crime] ... I mean, the reality is like somehow we are both, like, those communities are both over- and under-policed at the same time.” Another member of the research group [R007] posited that “police presence alone deters crime,” even if police make no arrests.

These attitudes aligned with perspectives voiced by two police officers. Echoing the senior academic’s perspective, one officer [P003] argued that “the residents in those [Black and Brown] neighborhoods, that’s the silent majority. They want us there, they need us.” Another officer [P013] distinguished “feeling safe” and “being safe,” emphasizing the significance of the former and highlighting that police presence contributes to a sense of security among citizens. On this shared view, there is intrinsic value to policing, and distributing it optimally is a primary reform goal.

However, some stakeholders who were otherwise proponents of reforming police allocation expressed reservations about the use of predictive policing specifically to achieve those goals. The officer who argued that increased police presence promotes the feeling of safety [P013] warned that the use of predictive policing and other technological systems could be “preventing cops from doing their job, which is a social job” by making them too “comfortable coming into an office and sitting behind a computer all day,” thereby diminishing the physical presence of police in communities and compromising the feeling of safety. Likewise, one of the tool’s developers [R002] did not want the tool to be directly used to inform police allocation decisions.

4.1.2 Reducing interpersonal bias. Several public sector actors saw the tool’s enforcement bias as a potential result of another kind of unfairness – interpersonal bias, including implicit bias, the bad judgment of a “few bad apples,” or simply limitations in human cognition. Reducing interpersonal bias among police officers through implicit bias training, data-driven policing, or more diverse police forces is another standard route of reform [67, 72].

One county commissioner [P015] in a majority Latino district of Chicago called implicit bias “very damaging” to communities and explained that police officers, judges, and “all of our criminal justice system” must attend implicit bias training. A police officer [P013] also described what he called declining “standards of professional behavior” among police officers, underscoring the need for strong leadership programs, adding that this would improve community trust and legitimacy of police.

Arguing for the benefits of “research-driven” policing, another police officer [P003] admitted that “we’re not the brightest bulbs” but that “there are smarter minds analyzing all the different mathematical models in the back end of the AI, so they’ll be able to inform us and they’ll keep all of the AI models accountable.” Using the example of people’s tendency to overcount the significance of a stale criminal record, one academic researcher [R006] argued that an algorithm could “have a sort of more built-in decay mechanism than like a human could,” thus improving on limitations in human cognition.

Participants across all roles also proposed diversity, equity and inclusion (DEI) as a strategy for minimizing interpersonal bias, especially integrating diverse perspective or other stakeholders in the creation of data and algorithms. As one interviewee from a reentry association [C001] put it, “whose voice should be in the room for the algorithms that are being built, right? And I don’t just mean a little bit of, yeah, engaging in participatory research where you sit down with a group of folks and this and that and you go off in your room and you build this thing. No, I mean you actually have to make them or the folks from these communities where these tools are going to be deployed an active creator of the system, right?” [C001] Several researchers working with system-impacted individuals and victims of violence also stressed the importance of incorporating those groups’ voices in research.

Another participant from a reentry association [C004], however, highlighted that incorporating diverse stakeholders on its own would not solve the problem: “You could take a Black person or a Brown person, or some other disenfranchised individual, and they could be the author of, you know, some new algorithm. But unless they have a specific training and knowledge around systems of bias – how they’re constructed, how they operate and how they can be deconstructed – then I don’t think that these individuals that are constructing these programs can, can effectively create solutions for them.”

4.1.3 Increasing transparency and accountability. Beyond algorithmic bias, some participants associated another reform goal with the predictive policing tool, namely, accountability and transparency. This is a common byline in police reform rhetoric [76] and is often presented as a justification for data-driven policing and surveillance through body-worn cameras.

Referring to the Chicago crime prediction tool, one police officer [P003] said that “it being open source is a winner” because of what he pejoratively referred to as the “two big buzzwords” around policing following George Floyd’s murder in 2020, namely, accountability and transparency. “Here’s the open source data, you know. You look at it then I’m not hiding anything. There’s no secret sauce to this. There’s no ulterior motives.”

However, other participants pointed out that the relationship between open-source and accountability is far from a given. One reentry community organizer [C001] argued that “the people that build them [algorithms] should have some accountability for how they’re used ... even if you made it open source, right? Even more then, in some ways, right? You have an obligation to have thought about how it could be used for better or for worse, right?” One of the tool’s developers [R002] acknowledged the same issue with open-source, noting that “you have to also be careful when you’re giving it away” because nothing prevents private companies from forking open-source software into a private (i.e., non-transparent) repository. The fact that police officers explicitly reported wanting to acquire the predictive policing tool underscores that even open-source software, once developed, may be used in ways contrary to the desires of their developers, particularly once it becomes commercialized [77, 78].

4.2 Reaffirm: “How can there be a bias if in that triangle it’s all the same race?” [P003]

4.2.1 Following the data. Participants in public sector positions denied the presence of bias or used evidence of algorithmic bias to reaffirm their own authority and the legitimacy of existing policing
practices. This is exemplified well by one officer [P003], who candidly explained why there is no over-policing problem: “Where the crime is happening, the concentration is 99% Black or Brown and the victims are 99% Black or Brown, so that’s our baseline. ... We’re there because the data says that’s where we need to be.” He added that “it’s not that the AI is biased. The AI is just working with the data, and the data says that this geography, this demographic is, you know, these individuals.”

This officer provided a problem diagnosis of the algorithm’s behavior that essentialized the policed community – “these individuals” – as inherently exhibiting more criminal behavior, thereby using the pattern to justify or take as given the status quo. Disparities in crime, in other words, are the factor that drives disparities in policing and in turn the algorithmic non-bias, and the officer lamented that “in policing we’ve been knocked around” for simply responding to what “the data is telling us.”

4.2.2 New and improved technology. Another response to algorithmic bias that reaffirms police power is the call to invest in more technology. Some public sector participants saw the algorithm as an opportunity to do their work better, and others as the only way forward. For instance, speaking about the motivation behind the development of the crime prediction tool, one developer explained that “all of them [previous predictive policing algorithms] were doing it wrong” and the need to “show what is the right way to do it.” One police officer [P003] called for the need for policing to be informed by the crime prediction algorithm and to “try a different approach on the AI.”

4.2.3 More policing. As we discuss in §4.1.1, one response to enforcement bias is the call to increase police presence in areas with higher crime incidence, which implicitly affirms the legitimacy of the current policing system. For instance, one police officer reported being interested in “using this technology to break down the cycles that have been perpetuated for years” [P003]. However, it became clear that what they meant by this was sending more police to Black and Brown neighbourhoods in order to deter crime, rather than to change the structure of the current system or “break down” any cycles.

An interviewee from a community association [C011] voiced concern about affected communities similarly endorsing approaches that do not change the existing system and go against their own interests, such as “more policing,” and attributed this to a lack of awareness of alternative options. Referring to the race for a major election in a large US city, they said, “...older Black residents who are concerned about public safety, and many of them, their response is ‘we need more police’. And the reason is because it’s the only tool they know, right?”

4.3 Reject: “I don’t think it should be used in any way, shape or form.” [C005]

4.3.1 Garbage in, garbage out. Stakeholders across all groups shared some inherent reservations about AI in the policing context, particularly concerns about its underlying data. In particular, the theme of algorithmic bias being a “result of the system” [C001] – that is, reflecting structural bias and systemic racism – recurred frequently. One system-impacted participant [C005] argued that the system should not be used at all because it does not account for systemic and individual bias: “It just cannot be neutral, and therefore it should not be used because people that look like me are the ones who are going to be impacted.”

Another concern voiced by researchers working with system-impacted individuals was a general distrust of low-quality or manipulated police data. “Their [police] incentives are wrapped up in what is reported. You know what crimes are in the news and what people are saying. It’s like they’re kind of incentivized to obscure data.” [R008] Research participants described that documentation of police misconduct is likely to be reduced to the most minor violation; for instance, an illegal search will only be reported if it also includes sexual assault. Another researcher working with system-impacted individuals [R009] pointed to several cases where police officers intentionally misreported the race of individuals in order to conceal bias and discrimination in their practices. He mentioned that in Louisiana, for example, several law enforcement agencies targeted Latino individuals but identified them as white on tickets in order to conceal discrimination [74], and similar incidents have also taken place in Connecticut [52], Los Angeles and San Francisco [6].

Finally, several participants from community organizations had reservations about the inherently interpretative component of AI, which they said biases its results. A member from a reentry community organization [C001] argued that AI is an “interpretive instrument” rather than a mechanical one. “In an ideal sense, let’s say the [AI] system had no politics, right? But the people that will use the results and interpret the information do, and you know, as they, you know, they always say, you know, people can make statistics tell any story they want it to tell.”

4.3.2 Unneeded, unconvincing, and resource-intensive. Other respondents were opposed to the predictive policing tool for more pragmatic reasons. For instance, several participants felt that the algorithm’s enforcement bias did not show anything that was not already known. One academic researcher [R006] commented that developing an algorithm is “a pretty inefficient way” to inform police reallocation, arguing that “you wouldn’t need that, to develop an algorithm to reach these same conclusions.” An interviewee working for a reentry association [C017] expressed similar skepticism about the need for a tool that predicts crime. “He [system-impacted individual] is always going to be discriminated against in one form or fashion, maybe an employment house. He’s always going to be there, and that’s a predictor of recidivism or returning to be a criminal. Well, yeah. We don’t need an algorithm to say that.”

The academic researcher [R006] also said that the algorithm was “not particularly convincing” for other stakeholders: “I barely understand exactly what they’re doing and how they reach their conclusion, ... And like, I have a PhD and I do this for a living. So I think, you know, like trying to convince like, other stakeholders is very difficult.” Other participants, including another academic researcher and several community organizations, also reported not understanding the paper or how the tool worked, though in the case of one police officer [P003], that was a positive feature because it indicated that the tool’s developers were “smarter minds.”
The same police officer [P003] also commented on the resource-intensiveness, both in terms of computational power and departmental funding, of acquiring and using a predictive policing tool in practice. “Will we have a budget for this? Or do I need to go out and fundraise for it and convince foundations that, you know, this is the way we need to use the limited resources that we have?”

Understanding the underlying motivation for developing the tool helps contextualize the above criticisms. One of the tool’s developers [R002] explained that the team had been working on a general algorithm and were looking for a real-world test case to demonstrate how the algorithm could be instantiated. “Why crime? No particular reason. We were looking for a problem that would be an impactful thing.” An advantage of working on crime, they add, is that there is “lots of data on it.” The research team had access to compute power that a typical community organization or police force does not, and it is clear that the team did not have the goal of convincing stakeholders or revealing surprising patterns. Rather, the research team saw predicting crime as an “interesting” challenge, seeking the ‘technical sweetness’ [35] that engineers feel when they encounter the solution to a challenging technical puzzle.

4.4 Reveal: “Data that helps us understand how the police see our communities” [R009]

Enforcement bias was one type of evidence community organizations used to engage in sousveillance, or ‘watching from below’, in which the traditional framing of panoptic state surveillance is inverted, allowing citizens to observe powerful state actors [44, 51]. Researchers and community organizers described how they co-opted surveillance methods to watch the watchers. Alternate data sources, or counterdata [14], reveal issues with policing, remediate problems with how police and victim data are collected and reported, and allow alternate narratives to emerge.

One member of a community safety initiative [C101] lamented that “a lot of times what criminologists will tend to do is they’ll just look at the data. And I think what’s missing is that there’s a story behind it.” To provide this missing context, one human rights researcher [R009] described working with grassroots groups that do on-the-ground documentation through cop watching and court watching, gathering counterdata on police officers, judges, and prosecutors. They argue that “you need to record different things than what the courts are” in order to include context normally absent in court data. The same researcher also described using data about human rights violations to understand patterns of violence, and even to make statistical estimates of events that are not represented in the data.

As we discuss in §4.3.1, several researchers working with system-impacted individuals also reported the existence of low-quality, unreliable or manipulated police data. By collecting data from the Chicago Police Department, the city of Chicago, and the Civilian Office of Police Accountability through Freedom of Information requests, one research group [R008] described how they published an alternative dataset about police misconduct in Chicago. They also recounted collaborating with system-impacted individuals and victims of police violence to build a basic classifier to predict police misconduct using complaint data generated by community members. This alternate algorithm revealed a culture of abuse within policing: “instead of something like operation and personnel violation, you know, we’re able to see clusters of, you know, families who are like ‘this is how police treated me’. And what was really fascinating about that project is that we were able to, you know, move away from this idea of like, individual officers, like, back up to what is maybe the culture of policing that exists, what are the kind of tactics that, that people are reporting that connect them across space and time?”

4.5 Reframe and Repair: “Deconstructing the status quo and recreating a new status quo.” [C004]

Countering mainstream understandings of crime among respondents from the public sector and some academic researchers, many participants from community organizations presented alternate data epistemologies [58] focused on abolitionist understandings of the “root of the problem” [C016]. In this vein, participants responded to enforcement bias by calling for the need to recognize structural racism, reframe the narrative toward an understanding of crime as structural rather than interpersonal, and repair and build healthy communities.

4.5.1 Recognition of systemic racism. A common thread in the interview data was the “tale of two cities,” [C001; P015] or Chicago’s history of segregation and systematic disinvestment in its Black and Brown communities. Participants emphasized the significance of Chicago’s history of segregation, citing it as a root cause of not only crime but also numerous other social problems, such as disparities in life expectancy – “I want to say 20-30 year difference in life span between those that live in the poor neighbour community” [C001] – and in wealth – “You can go to the different parts of the north side and you can just see the wealth, right? ... and then you can go to the south side or the southwest side and see completely different–you, you can almost think that you’re in a different city” [P015].

Some system-impacted individuals and researchers working with them also remarked on the intrinsic suspicion they experience toward policed communities, accompanied by a tendency to trust or believe those doing the policing. One of them [C017] argued that criminal legal policies are “setting people up for failure,” using Nixon’s 1970s policy on potential delinquents as an example of how ‘criminals’ are created out of assumptions rather than facts.

Multiple participants stressed that the first step to resolving the problem presented by enforcement bias is having a clear understanding of what the problem is. One member of a community safety initiative in Chicago [C011] noted that “before anybody can heal, there needs to be a reckoning, there needs to be some kind of identification that, that the systems that were created actually have caused harm.” Two more participants [C004; C005] echoed this sentiment almost verbatim, arguing that “if we’re not going to address a system of white supremacy, then we’re not going to get to any real hard solutions.” [C004]

4.5.2 Narrative change. Beyond reckoning, participants emphasized reframing the narrative around system-impacted individuals, police, and community safety. As one community worker [C005] put it, “The delusion that somehow we can scare people out of crimes of poverty is ridiculous. We have been so indoctrinated by
current systems to accept the claims, regardless of the reality, right? They argued that “One of the biggest things that we do is narrative change work” in order to push back on dominant narratives around crime and policing.

In particular, participants call for a reorientation toward a structural understanding of the “root cause” [C014] of crime, focusing on treating the cause rather than the symptom. Two participants criticized interventions that focus on the interpersonal level, with one participant [C011] comparing the current criminal legal system to a hospital that only contains an emergency room and another [R104] lamenting that interventions like community violence and prevention programs “stop at the interpersonal level, but they don’t also account for the structural systemic impediments at play.”

4.5.3 “Building healthy communities rather than reducing crime” [C001]. Grounded in an alternate understanding of crime as structural, participants responded to enforcement bias by advocating for non-reformist reforms such as alternatives to police and rethinking how to use data to promote community safety.

One community organizer [C001] asked, “instead of thinking about how we reduce violence and crime, what if we pose the question of how this information helps us build healthy communities?” We saw in §4.4 how researchers and activists gather counterdata on police and make up for limitations in data. This strategy centers the needs of affected communities, which community organization participants agreed got little benefit from predicting crime. Another researcher [R008] explained how AI could instead be used to reduce crime in the sense of supporting survivors of violence, especially police violence: “When we pivot our approach to, you know, engaging with survivors, then we’re better understanding the implications of policing and the ways that we can use artificial intelligence to support survivors of violence and reduce crime, like, period.”

Beyond the use of data, several participants also advocated for non-reformist reforms. Drawing on an abolitionist critique of police, one researcher [R008] working with system-impacted individuals challenged the assumptions underlying policing: “Policing should not be about ‘we gotta get the bad guys’, right? It should be about ‘how do we keep people safe’.” Taking this view a step further, one community organizer [C101] questioned the belief that “we need more [police],” adding that “if we bring more tools to the community, there’s— the solutions are here. We just haven’t given you all the equipment to do so.” Notably, the police and academic position on police promoting safety was starkly different from the perspective of some interviewees from community organizations for which police presence was an “enforcement presence, not a—not a deterrent, but an enforcement” [C001].

Even when there was agreement about the need to strengthen communities, however, respondents differed in their views on which kinds of interventions to put in place to do so. Some reentry organizations advocated for giving the same rights to system-impacted individuals or clearing their past criminal record after some time [C017], while others fought for more police and state accountability [R008]. One individual working as a contractor for the public sector [P016] recognized the structural nature of the problem and yet focused on “changing the individual” as a solution, namely, moving individuals out of a high-crime environment or, alternatively, strategically reclaiming high-crime spaces by organizing community events (e.g., sports competitions, community barbecues, etc.). Another member of a community organization [C011] focused on “changing the conditions” – namely, focusing interventions on the socioeconomic determinants of crime such as wealth and health. In short, even within the non-reformist reform branch of responses to enforcement bias, there were a diversity of perspectives on the appropriate kinds of interventions.

5 DISCUSSION

Our results shed light on the socially contested nature of algorithmic bias within the realm of predictive policing, illustrating that bias is not understood as a singular challenge but rather evidence of a multifaceted package of problems with a corresponding broad range of possible interventions. We grouped the interview findings according to whether stakeholders from different backgrounds used evidence of algorithmic bias to reform, reaffirm, reject, reveal, reframe or repair, showing the ability of enforcement bias to be used both to support and challenge the status quo.

Whether and how algorithmic bias was seen as useful for advancing each of these goals varied according to each stakeholder’s broader understanding of the source of police enforcement disparities – structural inequality versus interpersonal bias – and the set of interventions aligned with each respective problem diagnosis. Stakeholders from different professional roles and positionalities tended to articulate problem diagnoses of the bias aligned with their own relationship to the criminal legal system, though we saw a diversity of attitudes and responses within each subgroup and points of convergence between individuals with different positionalities and roles. For instance, we saw substantial overlap among interviewees from all backgrounds regarding the importance of community safety and potential downsides to the use of AI and data in the context of policing, such as AI’s possibility to diminish the role of nuanced human discretion. On the other hand, we saw disagreement between groups about whether police presence promotes community safety, and there were differences within groups relating to whether predictive policing tools would improve policing and whether incorporating affected stakeholders in the development of predictive policing could improve the tools’ viability.

Many of the inter-group differences we saw reflect tensions between the assumptions underlying interventions grounded in reform versus abolition – reformist reform that operates within the logic of the current system and non-reformist reform that aims for longer-term systemic change, respectively. Along these lines, we saw other contested concepts emerge, such as the notion of community safety and ‘overpoliced’ communities, with the connotation and valence of ‘overpoliced’ changing depending on the socioeconomic status of the overpoliced community. For example, in their paper, developers of the Chicago crime prediction algorithm suggest that police are significantly more present in wealthier neighborhoods because those areas have more resources. ‘Overpoliced’ here has a positive connotation – the privilege and safety of well-resourced communities. At the same time, interviewees from community organizations and from the public sector tended to refer to overpoliced communities as poorer communities with higher rates of crime.
While inter-group differences reflect historical tensions between reform and abolition, one additional significant binary emerged that correlated with participants’ attitudes toward the criminal legal system – ‘AI hype’ rhetoric. We examine this finding below and we end by discussing the relationship between participant positionality and research on algorithmic bias in predictive policing.

5.1 AI hype rhetoric

With stakeholders from all groups, except the academic researchers most closely familiar with the tool’s development, attitudes toward predictive policing tended to fall into one of two AI hype narratives: optimism about AI’s potential to ‘disrupt’ the criminal legal system in a beneficial way, and inherent opposition to AI on the basis that it is racist and fundamentally flawed. Techno-optimism mapped onto the extent to which a stakeholder understood the problems the algorithm was capturing as primarily interpersonal rather than structural, which correlated with positionalities in higher positions of power. However, some endorsers of structural inequality narratives still saw value in certain applications of AI, such as grassroots classifiers to counter narratives put forward by police or to reveal patterns of police violence.

The clearest example of disruption rhetoric came from officer P003, who praised the “smarter minds” developing the predictive policing tool (§4.1.2) and argued that more technology – or trying “a different approach on the AI” [P003] – could help tackle the bias in the algorithm (§4.2.2). They also remarked repeatedly that AI could help the police force’s “marketing ability to brand us as open and transparent and as accountable,” what they called the two salient “buzzwords” of the “2020, BLM, post-Floyd” era (§4.1.3).

AI may yet become a successful marketing tool for police forces, similarly to past cases in which police acquisitions of technologies like body-worn cameras strategically co-opted community calls for accountability to justify larger police budgets [38, 71]. However, the underlying claim that predictive policing promotes transparency and accountability in policing is based in fiction. Sociologist Sarah Brayne provides a compelling argument that predictive policing simply displaces discretion to other, less publicly visible stages of the policing process, thereby reducing both transparency and accountability [10].

On the other end of the AI hype spectrum, we saw community organizers describe AI as inherently racist. As we discussed in §4.3.1, a system-impacted leader of a reentry organization [C005] argued that predictive algorithms should not be used at all in the context of the criminal legal system because “it’s just racist and it needs to be stopped.” Those in positions of power, they argued, are incentivized to use algorithmic systems because “it keeps the status quo in place,” which is what gives those individuals power. An interviewee running a reentry association [C017] echoed that these systems “set people up for failure” (§4.5.1) and that people with a criminal record are “always going to be discriminated against in one form or fashion” (§4.3.2). Like P003, C005’s and C017’s perspective paints a broad and uniform brush across all uses of AI in the context of the criminal legal system. Both groups at the extreme ends of the spectrum had direct experience with the police but from starkly different positions of power; from being a police officer to having been previously incarcerated.

Not all the participants we interviewed fell into this AI hype dichotomy, but the polarity was widespread enough that we believe it is important to explicitly take into account in future work that aims to use algorithmic bias evidence to challenge the status quo. In practice, existing empirical research of evidence-based reforms shows that, despite their hype and high price tag, they often have minimal effects that wash out over time, suggesting that these reforms are indeed harmful but not in the ways that critics may expect [57, 68]. As we explain in the following section, participatory research is crucial to develop responses to algorithmic bias that are attentive to the interests and knowledge of communities impacted by incarceration; at the same time, such work would be made more robust by helping participants resist one-dimensional narratives about the harms of technology in the criminal legal system.

5.2 “Bias as defined by who, right? So ultimately, who’s the judge?” [C001]

The range of problem diagnoses and uses of algorithmic bias might be interpreted as a ‘relativistic’ stance toward the issue, where the understanding of algorithmic bias is contingent upon an individual’s subjective world view. Rather than dismissing these differences, we believe that they provide a valuable lens to understand the conditions under which algorithmic bias becomes a device to reinforce or challenge power dynamics. Drawing on standpoint theory [34], we argue that unraveling the relationship between bias and positionality serves as a critical tool to evaluate shortcomings and mistaken assumptions in potential responses to algorithmic bias coming from actors in relatively high positions of power, such as police officers and even academic researchers such as ourselves.

Standpoint theory posits that individuals’ social positions shape their access to knowledge, influencing how they interpret and respond to phenomena such as bias. Social locations ‘at the margins’ that have histories of repression and resistance have better awareness of injustices and can more easily question the ‘naturalness’ of existing power structures [9, 15, 37]. In the context of algorithmic bias and predictive policing, this means that those in positions of power, such as public sector actors and academics, may inadvertently reaffirm fundamentally unjust systems due to their distance from the lived experience of incarceration.

Our findings emphasize the importance of centering the needs and experiential understanding of system-impacted communities through community-based participatory research in designing and evaluating responses to algorithmic bias. A critical consideration of positionality and bias may promote interventions that can serve affected communities’ stated goals of community investment and healing, contributing to the development of interventions that address the root cause of algorithmic bias in predictive policing. Our results suggest that such a community-centered response to bias would in fact leave no room for the existence of crime prediction tools like predictive policing, which take the current system as a given, and would prompt a reimagining of ethical data science grounded in abolitionist philosophy and a refusal of oppressive structures [4, 7].

---

2Police are trained to manipulate and withhold body-worn camera footage to their own benefit [71].
6 CONCLUSION
In this article, we presented a critical, qualitative study on evidence of enforcement bias within the Chicago crime prediction algorithm [61]. Our research, based on interviews with various stakeholders, including community organizations, academic researchers, and public sector figures in the Chicago area, reveals that stakeholders offer diverse diagnoses of this bias, strategically leveraging these diagnoses to promote interventions that align with their respective positionality.

These interventions encompass a range of approaches, such as using data to reform police practices that contributed to biased data collection; advocating for increased transparency and accountability in the development and utilization of predictive policing tools; discontinuing the use of such tools altogether; involving a diverse set of stakeholders in the creation and evaluation of these tools; and proposing a shift away from investing in data-driven policing reforms toward more abolitionist goals, such as community investment. We examined the implicit assumptions and the scope underlying these diverse responses to algorithmic bias, demonstrating that they are grounded in reformist and abolitionist thinking. We concluded by reflecting on the divergent AI hype views reported with other academic researchers in the study, who had similarly received training at elite academic institutions.

Due to our own resource constraints, we did not compensate interviewees for their time, which meant there was no direct benefit for study participation, and our positionality meant that affected stakeholders had little incentive or reason to place their trust in us. This became particularly salient at the end of an interview with a system-impacted participant, who works with returning citizens in Chicago. In response to a question about referring us to other study participants, they responded: “I’m going to be completely transparent with you. Our community is exploited, often by academia. And, and so I don’t feel comfortable because of that constant exploitation to put other people in that position. ... [Academic researchers] take our expertise, they subject us to trauma by asking us to tell our stories, and then they ... never come back and connect it to us.”

We acknowledge the respondent’s concern and plan to share all research outputs with research participants, crediting them when desired, with the understanding that we cannot give back as much as we have received from their participation. The experience of this power differential demonstrated to us the importance of building longer-lasting community relationships outside the scope of academic projects prior to engaging in research, and increasing communities’ ownership and participation of the research, with the gold standard in mind of participatory action research.

7 ETHICAL CONCERNS
7.1 Researcher Positionality
As white women academic researchers from Europe and the US, we acknowledge that our personal and professional backgrounds shaped how we selected research questions and analyzed data, as well as the manner in which we interacted with study participants from backgrounds similar and dissimilar to ours. Both authors have a privileged academic affiliation, race, and lack of personal contact with the US criminal legal system, which undoubtedly shaped the information that grassroots community organizations and system-impacted interviewees were comfortable sharing with us. In fact, the theme of exploitation of marginalized communities by academic researchers came up explicitly in one interview, which we discuss in §7.2. On the other hand, our privileged position as white academic researchers from well-recognized institutions helped build rapport with other academic researchers in the study, who had similarly received training at elite academic institutions.

7.2 Ethical Concerns
Privacy and anonymity. In line with ACM Ethics Guidelines and the requirements of our IRB approval, participants’ identities were protected by pseudonymizing interview transcripts. The document matching pseudonym to identifiable information was stored separately from the research data.

Engaging non-extractively with affected communities. The primary ethical challenge we encountered had to do with how to involve stakeholders impacted by the criminal legal system in our research in a non-extractive and mutually beneficial manner.

Due to the experiences of constant exploitation, some interviewees expressed discomfort or concerns about participating in research, which we noted in our analysis. For example, one participant commented: “I never come back and connect it to us.”
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(1) Context and Positionality
- Can you tell us more about your work?
- How are you related to the predictive policing project?
- How have you heard of it, if at all?
- How are you involved with other initiatives around community and public safety in Chicago?

(2) Bias definition and utility
- What is algorithmic bias to you in general?
- What is the problem with it? Why do you think it exists?
- What is enforcement bias to you specifically?
- What is the problem with it? Why do you think it exists?
- What is its specific relevance to your work? And the context of Chicago?
- What is your role in tackling bias and problems faced in doing so (if applicable) at work?

(3) Perceived feasibility and desirability of using evidence of bias to tackle social disparities
- How should bias be addressed?
- What would an ideal solution look like to you (especially with relevance to your role/work)?
- What are the barriers to resolving bias? How can it be realistically tackled, in your opinion?

(4) Snowball sampling
- Do you know other people it might be relevant for us to interview?

B CODE TABLE

<table>
<thead>
<tr>
<th>Abolition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternatives to current system/police</td>
</tr>
<tr>
<td>Building healthy communities</td>
</tr>
<tr>
<td>Calls for changing the narrative/status quo</td>
</tr>
<tr>
<td>The need to acknowledge harms of current system</td>
</tr>
<tr>
<td>Importance of history and education</td>
</tr>
<tr>
<td>Importance of hope and belief in change</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Co-option and exploitation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic exploitation</td>
</tr>
<tr>
<td>Co-opting evidence-based label</td>
</tr>
<tr>
<td>Commercial interest in predicting crime</td>
</tr>
<tr>
<td>Disruption rhetoric</td>
</tr>
<tr>
<td>Open source as a marketing strategy</td>
</tr>
<tr>
<td>Responsibilities of developers</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Downsides of AI</th>
</tr>
</thead>
<tbody>
<tr>
<td>AI is racist/not objective</td>
</tr>
<tr>
<td>Inherent reservations about AI</td>
</tr>
<tr>
<td>Garbage in garbage out/distrust of data</td>
</tr>
<tr>
<td>Human discretion is important</td>
</tr>
<tr>
<td>Nuance not captured by algorithm</td>
</tr>
<tr>
<td>Technology isn’t going to fix policing</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lived experience and positionality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affected people are best suited to solve problems</td>
</tr>
<tr>
<td>Barriers to entering research</td>
</tr>
<tr>
<td>Impacted groups lack resources</td>
</tr>
<tr>
<td>Different stakeholders care about different forms of bias</td>
</tr>
<tr>
<td>People not affected don’t have the same understanding</td>
</tr>
<tr>
<td>Who generated the data/designed the tool matters</td>
</tr>
</tbody>
</table>
Importance of trust

**Reformism**
- Interpersonal bias rather than structural
- Resource allocation
- Safety is the priority
- Police promotes safety

**Structural bias**
- Importance of addressing root cause of crime
- Racial profiling and segregation
- Structural racism requires a structural solution
- The system is biased

**Upsides of AI**
- Algorithm can be more objective: humans are biased
- Algorithms increase efficiency
- Open source
- Using data to understand authority figures (sousveillance)
- Information has multiple uses