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ABSTRACT
Prior work has developed responsible AI (RAI) toolkits and studied how AI practitioners use such resources when practicing RAI. However, AI practitioners may not have the relevant skills or knowledge to effectively use RAI resources—particularly as pre-trained AI models have enabled more people to develop AI-based applications. In this paper, we explore current practices and aspirations for learning about RAI on-the-job, by interviewing 16 AI practitioners and 24 RAI educators across 16 organizations. We identify AI practitioners’ learning pathways for RAI, including information foraging and interpersonal learning; the orientations of RAI learning resources towards computational and procedural approaches to RAI; and aspirations for RAI learning, including desires for more sociotechnical approaches to understand potential harms of AI systems—aspirations that can be in tension with organizational priorities. We contribute empirical evidence of what and how AI practitioners are learning about RAI, and we suggest opportunities for the field to better support sociotechnical approaches to learning about RAI on-the-job.

CCS CONCEPTS
• Social and professional topics → Computing education; Codes of ethics; • Human-centered computing → Empirical studies in HCI.
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1 INTRODUCTION
Artificial intelligence (AI)1 systems are increasingly integrated into public life, where they have led to harms, particularly for already marginalized communities [85, 115]. To address this, researchers, policymakers, civil society organizations, and many others have developed principles [70], toolkits [29, 42, 91, 141], playbooks [100, 133], documentation tools [32, 50, 90, 100, 105, 106, 122], and other interventions to lead to more responsible AI (RAI) development practices [23, 37, 54, 93, 130]. Policymakers have begun to formalize such processes as guidelines, standards, or requirements for AI design and deployment [1, 46, 67, 68, 126]. However, recent work suggests that AI practitioners may lack the skills and knowledge needed to incorporate RAI practices into their AI design and development workflows [9, 30, 135, 142]. University courses on ethics in technology and computer science [39, 40, 48, 119] may help train future AI practitioners in potentially relevant topics for addressing RAI issues, but many working practitioners may not have had the opportunity to take university ethics courses [cf. 72, 76]. Although prior research investigated how AI practitioners are engaging in responsible AI [e.g., 6, 64, 81, 102, 132, 135] and how ethics is incorporated into universities’ computer science courses [e.g., 39, 40, 48, 101], this paper instead asks how AI practitioners are learning about RAI on-the-job. In this study, we explore:

RQ1: What and how are AI practitioners currently learning about responsible AI?

RQ2: What are AI practitioners’ and RAI educators’ challenges and aspirations for learning about RAI?

To investigate these questions, we interviewed AI practitioners (across job roles, application types, and domains) with experience with responsible AI (n=16), and people with experience developing learning resources for AI practitioners (n=24), whether in a formal educational role or not. Participants were from 16 organizations

1We follow the definition of AI from the U.S. National Institute for Standards and Technology: “an engineered or machine-based system that can, for a given set of objectives, generate outputs such as predictions, recommendations, or decisions influencing real or virtual environments” [126]. However, it is important to note that the term AI has been critiqued as a “floating signifier”, which may perpetuate beliefs about technological inevitability [17, 194, 125, 128].
of varying sizes and types, including technology companies and nonprofits. In this paper, we identify AI practitioners’ learning pathways for RAI, including information foraging and interpersonal learning; we highlight how the orientations of RAI learning resources tend to reinforce computational and procedural approaches to RAI; and we identify practitioners’ and educators’ aspirations for RAI learning that draws on sociotechnical ways of understanding potential harms and helps learners apply RAI in the workplace. We contribute empirical evidence of AI practitioners’ and educators’ current practices, challenges, and aspirations for learning about RAI; and we contribute implications for the design of RAI learning opportunities that emphasize the sociotechnical nature of algorithmic impacts and that open space for critical reflection in AI development.

2 RELATED WORK

2.1 Ethics in computing education

Recent calls have urged computer scientists to anticipate and proactively address the potential negative impacts of computing [e.g., 33, 45, 73, 74]. In response, computer science (CS) departments in higher education are embedding tech ethics in their curricula [56, 63, 66, 69, 96, 97, 113, 143] either through standalone courses or modules in standard CS courses [40, 48]. Fiesler et al. [40] reviewed syllabi from hundreds of tech courses with ethics content to identify the topics covered, the instructors, and the hosting departments. A related analysis revealed that only 12% of nearly 200 AI/ML courses included any mention of an ethics-related topic on the syllabus, and among those that did, these topics were covered in the last few weeks of the course “as time allows” [48]. Moreover, Raji et al. [101] reported a lack of support in tech ethics courses for cross-disciplinary work, where the language of the syllabi may reinforce a hierarchy of knowledge [cf. 49] that implicitly values “hard” or “practical” skills from computer science over “soft” skills from humanities disciplines. A complementary study explored CS educators’ perspectives on tech ethics, finding that while many CS educators felt it was important to teach ethics, they found it difficult to make time to teach it alongside other topics [119].

Some courses focus on ethics in machine learning (ML) and AI, as opposed to CS more generally [e.g., 14, 62, 80, 94, 103, 107, 114, 116, 137]. Weerts and Pechenizkiy [137] discuss the challenges of encouraging engineering students to link engineering and modeling choices to real-world outcomes and impacts. To address this gap, Rea et al. [103] and Orchard and Radke [94] demonstrate how using scenarios and case studies may help ML students better understand and identify the social implications of AI systems. Others, like Lewis and Stoyanovich [80] and Shapiro et al. [114] use stages in a typical AI development lifecycle to foster reflection on ethical issues, using students’ personal data [114] and transparency tools as “objects-to-think-with” [80]. Meanwhile, Shen et al. [116] and Hod et al. [62] foster dialogue and reflection among students using “value cards” [116] and case studies from law and data science to encourage multidisciplinary dialogue [62]. However, formal university courses are not the only pathway for learning about CS, data science, or AI [41, 72, 76, 109, 144]. Thus, in this paper, we investigate working AI professionals’ ongoing learning about RAI on-the-job.

2.2 Educational needs for RAI in the workplace

Recent surveys reveal most data scientists and ML engineers acquire and refine their skills on-the-job [71, 72]. Many transition into AI from other roles, learning from online courses [72], from “practitioner-instructors” [76], or from other self-directed learning methods [26]. However, this prior work on data scientists’ learning pathways has not focused on the ways that data scientists and ML engineers learn about topics related to ethics or responsible AI. Substantial prior work has empirically studied how AI practitioners (including data scientists, ML and software engineers, user experience (UX) researchers and designers, and others involved in building AI products) engage in the work of responsible AI in the workplace, including the organizational dynamics and incentives that shape that work [6, 64, 81, 82, 102, 132, 135]. For instance, AI practitioners are conducting assessments of the fairness of models [e.g., 81, 136], documenting datasets and models [e.g., 100], exploring how AI models might lead to harms during UX prototyping and evaluation processes [e.g., 135], and leading adversarial testing of potential model failures [38, 47, 95].

Research suggests that the work of responsible AI entails new forms of work practices that may be outside the norm for traditional machine learning and AI development [9, 13]. For instance, empirical studies of how AI teams are adopting responsible AI practices suggests that members of AI teams are informally taking on educator roles to support their peers’ learning, as in AI teams using resources such as the People+AI Research guidebook to learn (and teach others on their team) about human-centered AI [142], cross-functional teams creating their own educational resources about RAI to bridge disciplinary boundaries [30], and UX professionals leading “responsibility lifts” at the start of a new project to foster learning about RAI [135]. Recognizing this need for additional learning about RAI topics, researchers have identified trainings as a key dimension of organizational maturity for RAI [60, 131, 134]. At the same time, some companies have developed some resources for informal learning or training about responsible AI [27, 112]; however, it is unclear to what extent these resources are meeting the needs of AI practitioners to effectively engage in the work of responsible AI.

3 METHODS

3.1 Participants

To investigate our research questions, we conducted semi-structured interviews with two groups of participants, for a total of 40 participants across 16 organizations. We recruited both groups of participants using a combination of direct emails to contacts in our professional networks, recruitment messages on email lists and social media, and snowball sampling. We recruited n=16 industry practitioners working on teams designing or developing AI products or services at four technology companies of various sizes, who we refer to in this paper as “AI practitioners.” Our inclusion criteria was that they reported some prior experience engaging with RAI in their work (e.g., contributing to evaluations of fairness of models, adversarial testing, privacy for generative models, etc), though learning about RAI on-the-job was not a recruitment criterion.

2In sections 5.4 and 7.2, we discuss how our positionality may have impacted our sampling approach.
These participants had various roles including software engineers, data scientists, program/product managers, UX researchers and designers, and more, and they worked on AI systems across multiple application areas, such as finance, education, and healthcare. Then, to gain a complementary perspective on learning about responsible AI, we interviewed $n=24$ people across 13 technology companies, universities, or nonprofits who had developed RAI trainings or learning resources for AI practitioners, whom we refer to in this paper as “RAI educators.” We recruited people who had developed resources or led trainings for industry AI practitioners—either in their own organization or elsewhere—rather than university students. Participants held a variety of formal roles, some explicitly related to education or RAI, such as technical writer, head of curriculum, or responsible AI lead, while others were AI practitioners taking on educational responsibilities in more or less formal ways. See Table 1 for a summary of participants’ roles.

### 3.2 Semi-structured interviews

We conducted semi-structured interviews with both groups of practitioners, using different protocols for each group. Interviews were on average of 60 minutes, and participants were compensated an average of $54 USD, in either gift cards or donations to a charity, based on participants’ choice. For both groups, we started the interview by asking them to describe their role and what responsible AI means to them in their work. We asked AI practitioners about their learning process for RAI, including the context(s) for learning (e.g., university, bootcamps, online courses, on-the-job training, etc.), their motivations for learning about RAI, the skills and concepts they felt were the most important, and their specific processes, modalities, or pedagogies for learning. We then asked about how they applied what they learned in their current work (including challenges to that application). Finally, we asked about their aspirations for ideal learning experiences for RAI, and which skills or concepts they wished they had learned (and how). For RAI educators, we asked them to give an overview of the learning resources or trainings they developed about RAI. We asked them to describe a single resource in depth, including their motivation for creating it, the intended audience, learning goals, and specific skills or concepts taught, and how they were assessed. We asked about their design process for RAI learning resources, such as how they decided on the specific topics, the topics they felt were most important, and which were easier or harder to teach or assess. We asked about their aspirations for learning resources for RAI, including the skills and concepts they feel future RAI learning resources should focus on and what may be preventing them from realizing those aspirations. See Appendix A for the interview protocols. When RAI educators were also AI practitioners, we asked about their learning process for RAI.

---

1. In section 4.1.3, we talk more about the informal ways that AI practitioners educate each other about responsible AI.
2. We collected demographic data on participants’ gender and race/ethnicity to recruit a diverse set of perspectives. We include the question items and a summary table of responses in Appendix B in the spirit of transparency in research reporting. However, we did not analyze our data with respect to participants’ demographics, and we acknowledge the risk that including such information may inadvertently reauthenticate existing biases in computing [120].

### 4 FINDINGS

In this section, we describe three high-level themes in our findings. First, we identify three primary pathways by which AI practitioners learn about RAI on-the-job—by applying ethics knowledge from previous experiences; by foraging for learning resources; and by learning from coworkers and impacted communities. Second, we then identify several orientations towards RAI that participants identified and critiqued, including computational orientations to RAI and a procedural orientation that focuses on teaching learners how to use RAI toolkits or how to comply with their company’s RAI processes. Finally, we present RAI educators’ and learners’ aspirations to teach and learn about RAI in more sociotechnical and relational ways, and the organizational pressures that can come into tension with these aspirations.

#### 4.1 Learning Pathways for Responsible AI

4.1.1 Adapting knowledge and skills from previous education and work experiences. Some participants reported applying their prior knowledge of ethics from their university training, which included design, information schools, philosophy of technology, social psychology, and medical ethics—but, with few exceptions, participants did not report learning about ethics in their CS courses, either because they came from different disciplines or their CS courses did not include ethics. Some participants described how they applied skills and knowledge from their previous work experiences—typically in other industries. For instance, participants described grappling with ethical issues in a wide range of contexts: working on data privacy in city government, data ethics in education, medical ethics, and more. Because the focus of this paper is learning on-the-job, we do not discuss details of what these participants
learned in their university programs, but we highlight that applying such knowledge to their current roles is a challenge (which we discuss more in section 4.3).

4.1.2 On-the-job foraging for responsible AI learning resources. The majority of our participants reported learning about responsible AI on-the-job. Although some participants were required by their employer to complete RAI trainings, many practitioners described being self-motivated to learn about RAI. AI practitioners engaged in self-driven learning by adopting information foraging tactics [98] to find, compile, and share resources on RAI from different sources. Participants told us: “everything I know about [RAI], I just learned on the job...but it was all self-learning...” (P14), and “it was much more grassroots, you have to go out and find information” (E31). Participants foraged for resources either within their company’s internal repositories or by searching for external resources. Participants described searching within their company for training videos or repositories or by searching for external resources. Participants described searching within their company for training videos or repositories or by searching for external resources.

Although foraging can be a useful part of sense-making in a new domain [98], participants pointed out several drawbacks and challenges with this approach for RAI. Many participants expressed anxiety about the quality of the information and the reliability of the content they found. There was an aspiration to learn from what some referred to as “authoritative” sources of information, although it was not clear what such authority might look like. One PM described wanting to “know who are folks that regularly publish digestible updates or information as things develop that I can learn from... an authorized dealer of information... to not do a course or read something that is not actually grounded in research, is not grounded in facts” (P14). Participants’ access to information was often dependent on “influencers” (P14) whose posts on social media were shared widely: “part of my job was tapping into the sort of academic influencer community online…” and most of it was just following folks on Twitter” (P14). Thus, their searches were shaped by who they followed or the content that was amplified on their social media feeds. However, social media content that goes viral may not include the most critical or comprehensive topics in responsible AI. Participants also noted how the learning resources they found may depend on the search terms they use, which may require background knowledge that some learners may not have. For instance, one participant described searching for their company’s RAI learning resources: “I suspect that maybe someone newer to [the company], might not know that we use the term responsible AI. I know fairness was a term that was used before. I think human-centered ML has been used... but I’m not sure what someone who’s completely new to this space might search” (E21). This may be exacerbated by disciplinary divisions that lead people to search for—and find—resources that appeal to their disciplinary identity. We return to this in Section 5.3.

4.1.3 Interpersonal learning about responsible AI. Participants also described learning from (and in some cases educating) other people about RAI. This includes learning from coworkers in the form of informal discussions, via “casual conversations with collaborators or friends” (P2), “team chats” (P9), and “word of mouth talking with other people” (P7). Participants also learned about RAI from users, impacted communities, or other stakeholders. For example, a product manager described how social media exposed them to advocacy from artists and impacted communities:

“The first time I experienced [responsible AI] was when Lensa launched and everyone was posting their personal portraits on Instagram stories... There was a huge AI strike of a lot of these artists whose image was used to train a model without being acknowledged... and having a family member who worked in that field and has spoke out so clearly against it on social platforms was what first got me thinking of... there’s people that helped build this that didn’t consent to their art being used.” (P9)

Other participants (particularly in user-facing roles like UX), described learning about impacts on users via “conversations with real people who are telling me what their issues with a certain product are” (P34). Other participants described a similar user-focused (P4) or customer-focused (P8) approach by “talking to the clinicians that are part of our pilot program and seeing how they will use it” (P6). However, this may privilege issues surfaced by the largest or highest-paying groups of customers or users, rather than communities most severely impacted by a given technology [cf. 81].

Participants also described taking on roles as informal educators for their peers—or even their managers or organizational leaders—while they were learning themselves. Thus, many of the participants who signed up for the study based on their experience creating or delivering RAI learning experiences (i.e., RAI educators) were themselves AI practitioners. As one participant described: “I was also educating based on what we learned... and everybody just started

Table 1: Summary of participants’ groups and roles.

<table>
<thead>
<tr>
<th>AI Practitioners</th>
<th>Professional Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant ID contains “P”</td>
<td></td>
</tr>
<tr>
<td>(n = 16)</td>
<td>Software Engineer (n = 4)</td>
</tr>
<tr>
<td></td>
<td>Program Manager (PM) (n = 3)</td>
</tr>
<tr>
<td></td>
<td>Trust and Safety / RAI Lead (n = 3)</td>
</tr>
<tr>
<td></td>
<td>UX Researcher/Designer (n = 2)</td>
</tr>
<tr>
<td></td>
<td>Data Scientist (n = 2)</td>
</tr>
<tr>
<td></td>
<td>Researcher (n = 2)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RAI Educators</th>
<th>Professional Role</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant ID contains “E”</td>
<td></td>
</tr>
<tr>
<td>(n = 24)</td>
<td>Researcher (n = 6)</td>
</tr>
<tr>
<td></td>
<td>Program Manager (PM) (n = 4)</td>
</tr>
<tr>
<td></td>
<td>Curriculum Lead (n = 3)</td>
</tr>
<tr>
<td></td>
<td>Technical Writer (n = 3)</td>
</tr>
<tr>
<td></td>
<td>Software Engineer (n = 3)</td>
</tr>
<tr>
<td></td>
<td>Trust and Safety / RAI Lead (n = 2)</td>
</tr>
<tr>
<td></td>
<td>C-Suite (n = 2)</td>
</tr>
<tr>
<td></td>
<td>Data Scientist (n = 1)</td>
</tr>
</tbody>
</table>
turning to me basically. And so I was happy to consult as best as I can” (P29). Other participants created reading groups or discussion groups, shared newsletters, or created Slack groups to discuss RAI topics with their teams (P4, P6, E11, P14, P25, P37), while one participant described how they “started a community of practice” (P27) with others interested in RAI within their company. Meanwhile, others found opportunities to educate “senior leadership” (P2), where they “have to engage with the founders and educate them on like, ‘Hey, this is why this [model output] is actually racist’” (P37).

Although interpersonal learning was a common learning pathway, participants brought up tensions with this pathway that may impact what and how practitioners are learning about RAI, including differences in values among co-workers that shape what resources or guidance they give or receive from their peers, demands on practitioners’ time and other organizational disincentives that may impede whether and how they help others learn [cf. 30, 82, 102, 135, 139], such as power dynamics involved when people are learning from (or trying to teach) their managers or other organizational leaders—particularly if “you have a team lead who just shuts everyone down” (E32). As one participant told us: “at the end of the day, responsible AI is really values-laden and people will have different values and different ideas of what’s normatively ideal” (E18). This potential difference in values and normative ideals may prohibit AI practitioners from engaging in this type of informal, interpersonal learning. As they went on to describe: "working in a technical role in industry, you learn so much from the people... who’ve been there for decades... and so from a software engineering perspective, that’s how you learn how to become a better software engineer” (E18). However, exclusively learning from mentors who align with one’s values [cf. 16, 49, 101] may inadvertently reproduce the current status quo in AI—we return to this in Section 5.

RAI educators described why they took a computational orientation to the topics and pedagogical approaches: to appeal to engineers’ disciplinary backgrounds, via teaching with computational notebooks (e.g., Jupyter Notebooks) or framing fairness “as an optimization problem” (E20). However, this computational orientation was prevalent even when the target audience for RAI learning was “non-technical people” (E30), with numerous participants describing how a pre-requisite to learning about RAI was first knowing how AI systems work, saying: “the foundational piece of being involved in responsible AI is you have to understand at a very basic level how the technology works” (E31).

Despite this perceived need to appeal to engineers by translating social or philosophical concepts into computational or quantifiable forms, many participants revealed misgivings that a computational orientation to RAI might unintentionally reinforce technosolutionism, or the belief that technical interventions are able to solve fundamental societal challenges [92]. One RAI educator described an exercise they used with learners, to re-implement a research paper on gender de-biasing in word embeddings, but they shared misgivings that learners might come away thinking that “we can solve gender bias by just doing some linear algebra, and is that the takeaway that we want people to have? But the counterfactual is, if we didn’t have this kind of [training], then people probably wouldn’t even care about it at all” (E18). As several participants identified, choices about who is testing systems and for what types of potential harms are never value-neutral [e.g., 31, 44]. Shying away from teaching a socio-political analysis, however, meant that even measuring differences in group-level metrics was difficult to teach, as such evaluations may rely on practitioners asking sociopolitical questions like "what does the hierarchy of social favorability... the hierarchy of privilege look like in this community?” (E16).

This primarily computational orientation to RAI impacted pedagogical decisions, such as the choice of learning goals, instructional formats, and ways of demonstrating mastery over the material. We heard about “the pedagogical challenges of creating content for engineers in areas that are outside the areas that they’ve been trained” (E20). Many RAI educators described reservations about adopting assessments from CS courses: “for the more technical things, we can just borrow from how other technical projects are assessed...like calculate the group conditional true positive rate or whatever and then you can check if they implemented that correctly. So stuff that’s technical is much easier to assess...if you’re talking about more qualitative [methods]...it’s not a math test where you test whether or not someone got the right answer” (E18). Others felt pressure to develop quantifiable assessments, reflecting on how “there’s more that we could be doing in the evaluation space, but it’s just really hard to figure out how you can quantify and assess that” (E20). In the absence of readily available approaches to evaluating less computational or quantifiable skills, RAI educators drew on “anecdotal” course evaluations (E20), or “testimonials” of learners’ takeaways from the course (E22).

This desire for a tighter integration of ethics content into ML-focused trainings [cf. 39, 48] was accompanied by language that revealed anxieties about the values that were prioritized in the course design. "[ideally] incorporating [ethical content] more naturally into everything, not kind of shoving it into people’s faces, right? And having it overtake the actual technical concepts that students are learning"
Other RAI educators reflected on the difficulty of these pedagogical decisions: "how do you think about whether something is normatively good or not, right? That’s just really hard to do within the bounds of the CS discipline" (E18). However, left unsaid here is the more difficult normative question of what should be within the bounds of the CS discipline, which we return to in the Discussion.

4.2.2 Procedural orientation to RAI: corporate processes and toolkits. In addition to a computational orientation, participants described how RAI learning experiences are oriented around procedures—teaching practitioners how to use RAI toolkits or how to comply with their companies’ RAI policies. This included how to use RAI toolkits [see 9, 29, 79, 141, for a review], including fairness toolkits such as Fairlearn [136], AI Fairness 360 [4], as well as transparency tools like Datasheets [50], Data Cards [100], and Model Cards [90]. The focus on toolkits was important for some RAI educators: "not just to teach people what is fairness? What is transparency?... but how to actually practice it, here’s how to actually implement it" (E22).

Analogizing RAI to agile development, one educator noted: “it’s similar to when you’re doing a daily stand-up, the objective is a process objective, it’s a ‘did we do the process?’ ‘Yes.’ As opposed to an outcome objective... like did the process produce like X number of actionable items or Y number of mitigations” (E32). Similarly, many RAI educators oriented their trainings around their companies’ internal RAI principles and RAI review processes. For instance, one RAI educator "socialized the [company]’s responsible AI principles and created all sorts of games and challenges that incentivize employees to complete them to try and build awareness. One thing that [my colleague] found was that if you had asked employees if they had heard of the RAI principles, they would say, yes, I know there’s AI principles. If you ask them to name just one of them or explain it, they could not do it" (E20). For them, building awareness of their companies’ RAI principles among employees—including naming or explaining what those principles were—was a critical precursor to enacting broader organizational change [cf. 60, 134]. Another RAI educator justified this theory of change: “practices are the most tangible thing that exist inside of a business in terms of how people experience a business, its values and its decision making” (E32).

However, a procedural orientation to teaching about RAI toolkits and corporate AI policies may limit AI practitioners to learning only those aspects of RAI that the creators of RAI tools and policies deem relevant (or the types of algorithmic harms that such toolkits and policies are able to address—potentially acting as a "technology of de-politicization" [cf. 53, 61, 141]), and not, for instance, focusing on "making systems more accountable to the public in the form of transparency or having public input into how the systems operate” (E28). Similarly, participants reflected on the tensions inherent in developing educational resources to teach corporate principles and practices, perhaps at the expense of a focus on values or priorities that may not be aligned with corporate business imperatives [cf. 81, 141], referring to companies’ trainings on RAI principles as “this very weird sanitized version of ethics” (E18). However, that participant expressed ambivalence, voicing a theory of change that corporations developing AI products did need to get their AI developers to align with some set of values or practices, because “companies are the ones that are [developing AI] that we need them to [develop responsibly]. I kind of feel extremely ambivalent about that” (E18). This ambivalence was echoed by others who acknowledged that corporations’ RAI processes may be "PR, but it also makes sense” (E30).

4.3 Aspirations for Responsible AI Learning Resources

4.3.1 Understanding harms and impacts. RAI educators and AI practitioners shared aspirations for sociotechnical approaches to RAI learning that could integrate RAI topics “across disciplinary divides” (E28) and enable practitioners to identify potential social impacts of algorithmic systems early in the design process. Participants wanted to “shift away from the technical components and more on the social, cultural components” of RAI (E13), or “not just the technical angles, but the sociological and anthropological angles... [which is] outside the scope of what [AI practitioners] typically do” (E20). Some described how they used case studies of AI harms across domains to help learners “be able to foresee potential harm of an AI case... to understand the ramification and the impact of deploying an AI model within a larger system” (E30). Others tried to foster the skill of identifying potential harms, either via consulting with product teams, using approaches like value-sensitive design (E28), or trying to make time early in an ideation phase to “think more widely about all the potential harms as well as the opportunities” (E32).

Participants also wanted learning resources to help incorporate perspectives from external stakeholders, such as members of communities impacted by AI systems, into RAI design and evaluation approaches, but they felt this was not typically covered by RAI learning resources. Participants reflected on how helping AI practitioners learn about community engagement or participatory approaches [cf. 15, 28, 59] could involve learning theories, methods, and skills for how to, for instance, establish relationships with community groups and “being involved with the community, listening to these communities and, and just sitting at the same table basically” (E13)—but this was not a part of typical RAI learning resources. To the extent that current RAI learning resources do discuss engaging with stakeholders, participants shared that it is often via adversarial testing or more traditional user research paradigms where the goal is to identify “issues with a certain product” (P34), which orients the matters of concern around product improvements, rather than systemic harms or impacts.

4.3.2 Building capacity to engage in RAI in the workplace. Practitioners described feeling unprepared to apply what they learned about RAI to their day-to-day work, due in large part to the value-laden and highly contextual nature of RAI. Some desired more support to be able to have potentially difficult, value-laden conversations with coworkers. For instance: “I don’t know if I feel prepared to go into that conversation [with other AI practitioners] and breaking down some misconceptions that could be harmful. How do you start a conversation about responsible AI?” (P14). Educators reflected on the ability to identify one’s values and how they manifest in design choices for algorithmic systems:

“you should know about bias and that’s important, but there’s a difference between that and knowing, ‘I am a software engineer at this company and I know how to articulate how I feel about this thing I’m being asked to build,’ or ‘I know how to engage with my coworkers in
These tensions in values were common, and many educators wanted to help learners develop the skill of recognizing that one’s values may be different from others on a product team—and how to negotiate (and ideally resolve) the tensions in those values [cf. 78, 84, 89]. Many participants described how they wanted to learn how to raise issues or concerns about potential harms to their manager or other leadership, but these conversations about values may be difficult due to power dynamics within tech companies [cf. 82, 102, 139, 140]. RAI educators struggled to teach learners how to share concerns with their manager (E36), while learners felt there was “a business case to be made [for RAI]. It’s not just about doing the right thing, which is super important…”, but they struggled to know “…how can I justify this to stakeholders?” (P37).

Participants also described the gap they felt between learning about RAI, and being able to apply this knowledge in their development practices, leading to desires for prescriptive guidance that would reduce the “burden for [practitioners] to interpret it” (E21). Yet, both practitioners and educators aspired to build capacity to apply learned RAI concepts and skills to new use cases, domains, contexts, applications. To close this gap, practitioners wanted resources that were situated in real-world examples of harms or tailored to different use cases or domains, via case studies or scenarios of RAI issues. Others wanted customized trainings for different geographic or cultural contexts [cf. 108] to help support AI practitioners who are “looking [at RAI issues] in this specific country, here’s a process for fairness or how to test your models” (E22).

### 4.3.3 Organizational tensions in pedagogical aspirations

Finally, RAI educators’ aspirations for what they saw as pedagogically beneficial approaches to RAI were often in tension with the incentives or requirements from their organizations. RAI educators described the pedagogical benefits of live instruction, especially in synchronous, small-group learning settings. This included the accountability of showing up for a course led by an instructor, as well as having the ability to ask questions or get help from the instructor for particular topics (P2, E3, E36). Some pointed out the value of being able to “go off script and bring some of their own personal experiences to the class” (E20). Participants noted that sociotechnical topics in particular were easier to learn in collaborative, conversational learning settings instead of, e.g., remote, asynchronous learning such as watching a training video or working through a Jupyter notebook:

> “the sociotechnical concepts are easier to do in person, right? Because you can talk to people about why discriminating by gender is bad… It’s a little bit harder to do that in a one-way reading-text-based delivery versus the sort of Socratic conversation that can help bring people to the table better.” (E19)

However, numerous RAI educators felt that organizational constraints (e.g., a lack of budget, time, personnel) impacted their decisions about the design of learning resources, making it difficult for them to achieve their aspirations [for similar organizational impacts on RAI work practices, see 6, 64, 81, 82, 86, 102, 132]. RAI educators described how shifting organizational priorities made it difficult to allocate time to create trainings, including teams that created tutorials and trainings being “re-organized” into other teams, while others were laid off, or felt that creating educational resources was “not my job anymore” (E16) [cf. 6]. Educators noted a tension between their pedagogical aspirations for instructor-led, synchronous learning opportunities, and their organization’s pressure to develop RAI trainings for large numbers of employees (i.e., “scalability” [cf. 58, 127])—“most people would prefer some sort of instructor-led experience…but self-study scales, that’s the main asset of it” (E20).

Similarly, despite some educators’ aspirations to create a progression of learning resources from basic to more advanced topics in RAI (e.g., weighing trade-offs between different dimensions of responsible AI, such as fairness evaluations and privacy [7]), RAI educators felt organizational pressure to create “lightweight” trainings that could be quickly completed. For instance, “the first [requirement] is that it was really important to create something that was lightweight, which meant that it did not require a lot of prep and it didn’t take a lot of time and it was very easy to understand how to do. So anyone could just take like 45 minutes to an hour and just do consequence scanning” (E32). This was a common theme across RAI educators, who told us how they “optimized for speed” (E21), and how this shaped the types of resources they created: “maybe it’s a short video like a five minute tech talk or some way of synthesizing this rich stuff into a quick way that [they] can absorb it and move on to [their] job?” (E21). Some RAI educators discussed how they balanced this tension by providing multiple formats for learning resources, in varying lengths and complexity (E35, E40).

Such organizational pressures may have similarly shaped AI practitioners’ aspirations for learning resources. AI practitioners told us how they wanted learning resources to give them practical, actionable guidance that they could use immediately, a pragmatic desire that was at odds with the desire of many participants (both practitioners and educators) to develop reflexive mindsets and value-driven ways of conceptualizing and designing AI systems, as discussed in Section 4.3.2. RAI educators described how practitioners taking their RAI trainings wanted prescriptive guidance to meet their companies’ RAI requirements: “I’m seeing people say, ‘I know we have an [AI review process] that you have to make sure that you do. So just tell me what the thing is so that I can do it… if you can make it clearer, then you’re removing some of that, that burden for me to like interpret it’” (E21). However, RAI educators noted that despite this desire from practitioners, there was no automated process or single solution to anticipating and avoiding harms of algorithmic systems. Participants told us how there was no “roadmap” (E20) or “quick guide” (E26) for RAI, or in some cases “there isn’t really a right answer” (P9) at all. RAI educators described how they wanted to foster critical thinking, to shape new ways of thinking towards a “cultural shift” in AI development (E17), to enable “people to make better decisions in the long term” (E18). They raised concerns that providing guidance that was overly prescriptive (E13) would encourage a mindset of “a tick box [approach]” (E19) [cf. 9, 141]. As others told us, “what [learners] need is not what they want. Because there’s no one answer. It depends on who’s your audience, what is your product, what is the risk tolerance of your executives?” (E16).
5 DISCUSSION

5.1 Implications of learning environments for responsible AI

The environments or sites in which learning about RAI occurs shape the learning process in crucial ways. In our study, we found RAI trainings are often oriented around companies’ AI policies or organizational processes for RAI review, which can be understood as one element of organizational cultural change or RAI organizational “maturity models” [60, 102, 134]. While such trainings may provide learners with opportunities to directly apply what they learn in their work, corporate sites for learning may also have mixed incentives: trainings may be required by their employers [e.g., 10, 11, 24, 134], but AI practitioners may face challenges applying what they learn, due to the organizational pressures for speed and scale that impede RAI work practices [6, 64, 81, 82, 102]. In our study we see similar incentives impacting opportunities for learning about RAI, via constraints on aspirations for RAI learning resources. On the one hand, learners and educators described aspirations to foster reflexive mindsets [cf. 20] and build capacity to apply learned RAI concepts and skills to new use cases, domains, contexts, applications. Yet a fast-paced development environment contributed to a desire for prescriptive guidance that removes the burden of high-stakes decision-making from practitioners [cf. 139]. The pedagogical approaches RAI educators adopt are also shaped by organizational pressures. For example, participants described desires for curricula of increasing depth and instructor-led collaborative learning. Yet, organizational pressures to develop scalable learning opportunities drove educators towards developing self-study resources and training.

We also found that AI practitioners are learning about RAI in unstructured, self-directed ways outside of their companies—from books, documentaries, blogs, social media, or larger communities of AI practitioners. Much like prior work has found for self-directed learning of web developers [36] and data scientists [72], design choices in learning environments implicitly communicate the objects of concern for the AI community and how such topics should be approached. Prior work on self-directed learning for ML has identified learners’ challenges finding the right resources for their learning goals [e.g., 26]—however, given the risk of epistemological bifurcation in learning about responsible AI (i.e., into social and technical goals), these challenges become even more salient. As RAI researchers, we can support informal learning opportunities by developing learning resources that are able to reach a much wider audience of people developing AI models or AI-infused applications in the open-source community. However, our findings raise questions about precisely how such informal learning resources might be designed—if integrated into existing toolkits [e.g., 136], how might they avoid the de-politicization or technosolutionism of that genre [cf. 141]? If integrated into online leaderboards or communities such as Kaggle competitions or HuggingFace [cf. 3], how might such learning resources resist the technical orientation of such approaches, rather than inadvertently reinforcing them?

Finally, interpersonal learning is one key pathway by which AI practitioners learn about RAI on-the-job. Some RAI educators in our study had formal roles related to education (e.g., technical writers), though many participants who developed learning resources did so as side projects or in informal educator roles. This echoes prior work that found practitioner–educator roles are common amongst data scientists [76] and AI practitioners [30, 135, 142]. While the predominance of practitioner–educator roles may speak to under-resourcing and under-investment in RAI education, it also suggests an opportunity to leverage RAI expertise that may be distributed across a company. Our findings suggest opportunities for organizations to support interpersonal RAI learning—e.g., via mentoring programs for RAI, providing support for informal or formal conversations with peers about RAI, or more broadly fostering a community of practice for RAI. However, prior research on corporate “safety cultures” [cf. 117] identifies risks of relying on approaches to safety (here, RAI) that put the onus for cultural change on workers, given the organizational pressures that may disincentivize workers from raising concerns about harms that may pose threats to their companies’ business models [6, 82, 117, 132, 139, 141].

5.2 Designing sociotechnical learning opportunities for responsible AI

Throughout the interviews, we heard RAI educators grappling with underlying disciplinary tensions via pedagogical decisions about learning objectives, instructional approaches, and methods of assessing learners’ understanding. Despite an acknowledgment from many participants that interdisciplinary, sociotechnical approaches to responsible AI were important [cf. 34, 55, 101], the learning design choices that RAI educators in our study described may reinforce a bifurcation between approaches that teach so-called “technical” AI concepts and approaches from the social sciences or humanities that grapple with social, historical, and political forces that may shape or be shaped by algorithmic systems.

We saw this disciplinary bifurcation reproduced when RAI learning materials taught sociotechnical concepts (e.g., fairness [34]) in primarily computational ways, to appeal to learners with ML expertise. This includes teaching concepts such as fairness in ML in ways that were removed from any social context [cf. 111], treating fairness as a metric for algorithmic optimization rather than, e.g., understanding the historical specificity of marginalization in the context(s) in which AI systems are deployed [108], in which their data was collected or annotated [87, 88], or in which AI development teams were located [cf. 123, 138]. RAI educators’ reliance on computational approaches may be a response to the existing disciplinary norms of AI development more generally—and yet, such appeals may smuggle in the positivist, technical values of machine learning [e.g., 16, 55, 101], rather than the aspirations our participants had for more integrated, sociotechnical approaches to RAI. We also found that in cases where resources were designed with explicit learning objectives, those objectives often emphasized technical goals or made a distinction between social and technical goals. Given the self-directed foraging our study found, the lack of integrated sociotechnical learning objectives may lead learners to discover or complete only those learning resources that align with their disciplinary identity, further reinforcing a disciplinary division. Instead, we suggest designing RAI resources around explicitly sociotechnical learning objectives and adopting pedagogical approaches that involve case studies, scenarios, problem-based

learning, or other ways of understanding how harms are situated within particular historical contexts [34, 63, 69, 73, 75, 80, 113, 115].

When developing assessments, or ways for learners to demonstrate mastery of RAI skills and concepts, RAI educators in our study reported tensions between what they felt were “scalable” methods for learners to demonstrate mastery, like multiple choice questions or code notebooks (where learners could compare their code to a hidden code block with answers), with modes of assessment perhaps better suited to sociotechnical concepts, such as reflective writing, presentations, group discussions, but which were seen as less scalable. However, our participants were uncertain how to adopt such approaches to demonstrating mastery of RAI concepts, in part due to either their own or their learners’ disciplinary training in computer science, or due to pressure from their employers to develop trainings that could be deployed to large numbers of learners across their company. One participant voiced their concern about the challenge of assessing mastery of sociotechnical concepts as “there’s no right answer.” Although this reflects the normative questions at the heart of contested concepts such as fairness or RAI [55], this is a challenge that other fields (e.g., the humanities) have long since grappled with when designing assessments. Our findings suggest that more work is needed to develop modes of assessment that are appropriate to an interdisciplinary, sociotechnical approach to RAI [e.g., 5, 75, 113].

5.3 Resisting hierarchies of knowledge in learning about responsible AI

Our findings echo others’ calls to resist and destabilize existing hierarchies of knowledge in AI [cf. 49, 55, 101], to lead to a more sociotechnical approach to learning about responsible AI. As numerous educational philosophers have argued, choices about what and how to teach are inherently choices about values [43, 51, 52, 65]—indeed, curricular decisions and educational standards have long been sites of public contestation and negotiation [77, 110]. In AI, in addition to tech ethics courses in higher education [e.g., 39, 40, 48, 119], professional training and on-the-job learning are part of what Bourdieu and others refer to as socialization into an occupational community [8, 18, 19]. In other words, choices about designing learning opportunities for RAI (or AI more generally) communicate to members of the AI field what is important for them to know and be able to do as an AI practitioner. As we discuss in Section 5.2, many approaches to learning about RAI implicitly suggest to AI practitioners of all roles and disciplinary backgrounds that fairness and other RAI goals are a technical problem that can be subsumed under model optimization goals like accuracy [cf. 16] or usability, rather than socio-political forces that shape every step of the development, deployment, and use of AI systems [cf. 55]. Thus, technosolutionist orientations to learning may implicitly suggest to practitioners that critical, reflexive work is somebody else’s problem [e.g., 6, 20, 55, 61, 84, 132, 141]—as part of the separation of concerns or dis-located accountability that cultures of abstraction and modularity in computer science may reinforce [83, 138]. To resolve this, prior work has suggested integrative, interdisciplinary approaches to AI, including Agre’s call for “critical technical practice” [2], Turkle and Papert’s call for epistemological pluralism [129], among many others [e.g., 49, 55, 73, 84, 101].

It is thus worth asking why, decades after such provocations, the AI field continues to reproduce dominant technical values in the occupational socialization of future AI researchers. We thus ask how the FAccT and RAI community might resist this when developing new ways for practitioners to learn about social impacts of algorithmic systems. How might we as a field shift the professional norms and identity of AI development—or what anthropologist Karin Knorr-Cetina refers to as the “epistemic culture” [25] of scientific practice in AI? As one approach, we may look to theories of learning as a subversive activity [43, 65, 99] for inspiration for pedagogical approaches that push learners out of their comfort zones or actively draw on disciplinary or epistemic discomfort as a generative way to support learners’ growth [cf. 124].

Radical education philosophers have long argued that formal systems of schooling are likely to reproduce dominant, hegemonic views, rather than leading to more liberatory social change [e.g., 43, 52, 65]. In AI, we see signs of what historians have referred to in other fields as “normative centering” [57]—wherein formal RAI training may center technosolutionism, computational approaches. To counter this normative centering of technosolutionism, we call for pedagogical provocations that destabilize dominant, hegemonic values in RAI (or AI more broadly). This may entail drawing on Freire’s problem-posing approach to learning that is situated in learners’ contexts [cf. 43]—rather than centralized, abstracted, homogenized approaches to teaching a single set of ratified concepts, in ways that may reproduce technosolutionist ideologies about (responsible) AI. Along these lines, Malik and Malik [84] draw on Freire’s work on critical consciousness to call for technologists to support one anothers’ critical technical awakening via learning communities [cf. 2]. However, radical, liberatory educational philosophies and pedagogies may not fit neatly within corporate sites for learning on-the-job, which may prioritize corporate values and desiderata such as scalability. We do not provide easy answers here, but instead call for a proliferation of radical approaches to fostering critical technical awakenings [84] and the development of sociotechnical RAI knowledge and skills as a core part of the AI discipline.

5.4 Limitations

Our participants were primarily tech workers—future work should explore learning with people outside the technology industry, including nonprofits and civil society, policymakers, and the public, including communities impacted or harmed by AI [cf. 35]. Our inclusion criteria for AI practitioners were those who had some prior experiences with RAI, but this may have led to self-selection of participants already interested in the topic, or who saw their work as RAI. In addition, 35 of 40 of our participants were located in the US, and as such, our findings may be skewed towards the perspectives of US-based AI practitioners; future research should explore cross-cultural perspectives on learning about RAI. Finally, future work might analyze the content of RAI learning resources, which we did not include here in part due to access restrictions.

6 CONCLUSION

As technology companies increasingly integrate AI systems into more facets of public life and AI practitioners attempt to identify, evaluate, and mitigate potential harms of AI systems, it is critical
to understand what and how AI practitioners are learning about responsible AI on-the-job. Via interviews with 16 AI practitioners and 24 RAI educators from 16 organizations, we identify AI practitioners’ learning pathways for RAI; the primarily computational and procedural orientations of many RAI learning resources; and practitioners’ and educators’ aspirations for sociotechnical approaches to RAI learning, impacted by organizational pressures. We close with implications of our findings for learning environments for RAI, implications for the design of sociotechnical approaches to learning about RAI on-the-job, and broader questions for the field about how to foster critical reflection among AI practitioners and resist hierarchies of knowledge in RAI.

7 RESEARCH ETHICS AND SOCIAL IMPACT

7.1 Ethical Considerations

Before recruiting participants, we reviewed participant gratuity amounts, data management plans, and study design documents, including consent forms, with experts in the RAI community with many years of human participant research experience, to review social and ethical implications of our choices. We also aligned these choices with standards of human subjects research within our institution. We followed strict protocols to ensure the confidentiality, anonymity, and privacy of our participants. We collected personally-identifiable information only for the purpose of providing gratuities, and kept that information separate from the study data. After transcribing the interviews, we replaced participants’ names with unique identifiers and removed any other potentially de-anonymizing information (e.g., the name of their company). Participation in our study was voluntary. At the start of each session, we walked each participant through an informed consent process and form, sharing the study’s purpose and intended use of the data, and suggesting they not share confidential information. We told participants they were free to ask us to move on to a different question if they weren’t comfortable responding, and they were able to withdraw from the study at any time with no penalty for them (i.e., they would still receive the gratuity), and we would delete their study data if so, although none of the participants asked to withdraw.

Additionally, our positionality—e.g., all authors were employed at a technology company—may have shaped our approach to recruitment (and thus the set of participants). Of the 40 participants, only two were employed at non-profits and two were employed at a university (but spoke about prior experiences in industry).

7.3 Adverse/Unintended Impacts

Although we intend this paper to open a critical conversation in FAccT and RAI about the implications of learning design choices for practitioners learning about RAI, we acknowledge that this work may have unintended impacts. First, we focus in this paper on on-the-job learning, but we do not mean to suggest that formal learning pathways such as ethics courses in higher education should be de-prioritized or under-invested in. On the contrary, we see informal learning about RAI as a complementary approach to intervening in the occupational socialization of (responsible) AI practitioners. Indeed, we believe there is much that RAI and FAccT researchers can learn from prior research on integrating ethics and critical computing into formal computer science education [e.g., 40, 48, 73, 101, 119, and see Section 2.1 for more detail]. Second, although we identify practitioners’ concerns for disciplinary divisions of RAI work into social and technical, and we argue in the Discussion for integrated, interdisciplinary approaches to learning about RAI, we acknowledge the risk that this paper may unintentionally further reinforce disciplinary divisions within the AI field.
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Interview Protocols

See this section for a high-level version of the interview protocols used for both groups of participants. Note, however, that for semi-structured interviews, the actual questions asked may differ in various ways from the protocol [e.g., 118], such as follow-up questions to probe deeper on specific topics that became salient later in the interview process.

A.1 Interview protocol for AI practitioners with RAI experience

A.1.1 Overview

- Can you tell me about your role and your team?
- What does RAI mean to you in the work that you do?
- Can you walk me through a specific project where you addressed responsible AI considerations? What aspects of responsible AI did you focus on, and why?
- What does RAI mean to you in the work that you do?

A.1.2 Reflections on their RAI learning process.
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- What does RAI mean to you in the work that you do?
- Can you tell me about your role and your team?
- What does RAI mean to you in the work that you do?
- Can you walk me through a specific project where you addressed responsible AI considerations? What aspects of responsible AI did you focus on, and why?

- A.1.2 Reflections on their RAI learning process.

- What does RAI mean to you in the work that you do?
- Can you tell me about your role and your team?
- What does RAI mean to you in the work that you do?
- Can you walk me through a specific project where you addressed responsible AI considerations? What aspects of responsible AI did you focus on, and why?

- A.1.2 Reflections on their RAI learning process.

- What does RAI mean to you in the work that you do?
- Can you tell me about your role and your team?
- What does RAI mean to you in the work that you do?
- Can you walk me through a specific project where you addressed responsible AI considerations? What aspects of responsible AI did you focus on, and why?
• How did you learn about RAI? Talk me through your learning process.
• Why did you learn about responsible AI?
• What were more or less effective ways of learning about RAI that you’ve experienced?
• What were the easiest and hardest RAI skills or concepts to learn?

A.1.3 Applying RAI learning in practice.
• Is what you learned from your RAI learning process relevant in your current work? How?
• Can you give an example of how you applied what you learned about RAI on your project?
• What were some challenges you faced when applying what you learned about RAI to your current work?

A.1.4 Aspirations for RAI learning.
• What would you want out of an ideal RAI learning experience?
• What RAI skills or knowledge do you wish you had learned or been taught?
• What kinds of resources or trainings for learning RAI would you want to have?

A.2 Interview protocol for RAI educators
A.2.1 Overview.
• Can you tell me about your role and your team?
• What does RAI mean to you in the work that you do?

A.2.2 Reflection on RAI training or learning resources.
• Can you walk me through a recent RAI training or learning resource you’ve developed? What was the focus of it?
• Why did you develop that RAI training or learning resource?
• Who is the intended audience?
• What RAI topics did you include in your training or learning resource?
• How did you decide what topics or goals to develop content for?
• Are there easier or harder topics to develop educational content for? What are they?
• What were the specific learning goals or objectives you had for that content, and how did you determine them?
• How did you assess students’ understanding or competence about the topic?

A.2.3 Reflections on their RAI learning process.
• How did you learn about RAI? Talk me through your learning process.
• Why did you learn about responsible AI?
• What were more or less effective ways of learning about RAI that you’ve experienced?
• What were the easiest and hardest RAI skills or concepts to learn?

A.2.4 Aspirations for RAI learning design.
• If you could go back, and create that training or resource again, what would you do differently?
• What would you want out of an ideal RAI learning resource?
• What skills or knowledge do you think RAI trainings or resources should focus on?
• Are there certain topics or skills you wish you could teach or develop content for, but aren’t sure how?
• Are there certain formats or pedagogical approaches you think RAI learning resources should adopt?

B DEMOGRAPHIC QUESTIONS AND RESPONSES
This questionnaire was based on work from Spiel et al. [121] on designing better survey questions about gender.

B.1 What is your gender?
• Woman
• Man
• Non-binary
• Prefer to self-describe
• Prefer not to say
• If you would prefer to self-describe your gender, please do so here:

B.2 With which racial or ethnic groups do you identify?
Mark all boxes that apply.
• White
• Hispanic, Latino, or Spanish origin
• Black or African American
• Asian
• American Indian or Alaska Native
• Middle Eastern or North African
• Native Hawaiian or other Pacific Islander
• Prefer not to answer
• Other:
<table>
<thead>
<tr>
<th>Participant Group</th>
<th>Professional Role</th>
<th>Gender</th>
<th>Race/ethnicity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AI Practitioners</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(participant ID contains &quot;P&quot;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 16)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Software Engineer (n = 4)</td>
<td>Man (n = 9)</td>
<td>Asian (n = 8)</td>
<td></td>
</tr>
<tr>
<td>Program Manager (PM) (n = 3)</td>
<td>Woman (n = 6)</td>
<td>Black or African-American (n = 1)</td>
<td></td>
</tr>
<tr>
<td>Trust and Safety / RAI Lead (n = 3)</td>
<td>Non-binary (n = 0)</td>
<td>Hispanic, Latino, or Spanish origin (n = 2)</td>
<td></td>
</tr>
<tr>
<td>UX Researcher/Designer (n = 2)</td>
<td>Prefer to self-describe (n = 0)</td>
<td>White (n = 3)</td>
<td></td>
</tr>
<tr>
<td>Data Scientist (n = 2)</td>
<td>Prefer not to say (n = 1)</td>
<td>Prefer not to say (n = 2)</td>
<td></td>
</tr>
<tr>
<td>Researcher (n = 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Responsible AI Educators</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(participant ID contains &quot;E&quot;)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n = 24)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Researcher (n = 6)</td>
<td>Man (n = 6)</td>
<td>Asian (n = 5)</td>
<td></td>
</tr>
<tr>
<td>Program Manager (PM) (n = 4)</td>
<td>Woman (n = 17)</td>
<td>Black or African-American (n = 2)</td>
<td></td>
</tr>
<tr>
<td>Curriculum Lead (n = 3)</td>
<td>Non-binary (n = 0)</td>
<td>Hispanic, Latino, or Spanish origin (n = 6)</td>
<td></td>
</tr>
<tr>
<td>Technical Writer (n = 3)</td>
<td>Prefer to self-describe (n = 0)</td>
<td>Middle Eastern or North African (n = 2)</td>
<td></td>
</tr>
<tr>
<td>Software Engineer (n = 3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust and Safety / RAI Lead (n = 2)</td>
<td>Prefer not to say (n = 1)</td>
<td>White (n = 14)</td>
<td></td>
</tr>
<tr>
<td>C-Suite (n = 2)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Scientist (n = 1)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Summary of participants’ groups, roles, and demographics. Participants could select multiple options for race/ethnicity.