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ABSTRACT
In the context of the rise of algorithmic decision-making (ADM) sys-
tems, social scoring systems are particularly controversial. They aim
to encourage socially desirable behaviors by rewarding people with
a good score in various decision-making contexts. In this paper, we
report the results of a survey following a social scoring experiment,
to predominantly understand the impact of the scoring outcome
and the decision importance on people’s perceptions and behavioral
intentions within an abstract social scoring system. We find that
the outcome was pivotal for creating opinion differences regard-
ing people’s perceptions, and behavioral reactions. In contrast, the
decision importance did not exert a systematic impact on people’s
perceptions and behavioral reactions, but exacerbated existing opin-
ion differences in terms of perceived effectiveness. Specifically, the
outcome strongly shaped the structural relationship between peo-
ple’s experiences, perceptions, and behavioral reactions, creating
a substantial outcome favorability bias for people with a bad out-
come. Although people with a bad outcome reported an intention
to adapt their behaviors, their intention to engage in desired behav-
iors could not be attributed to a perceived legitimacy of the system.
For those with a good outcome, perceptions of procedural justice
and legitimacy were weakened by the privacy-invading character
of the social scoring system. Our work shows that the outcome
people receive might create a pivotal disparate impact on people’s
overall attitudes towards social scoring, shape their behavioral re-
actions, and create divergent behavioral motives, suggesting that
very distinct societal dynamics may arise.

CCS CONCEPTS
• Human-centered computing → Empirical studies in HCI; •
Security and privacy→ Economics of security and privacy;
Social aspects of security and privacy.

KEYWORDS
social scoring systems, experiment, procedural justice, legitimacy

This work is licensed under a Creative Commons
Attribution-NonCommercial-NoDerivs International 4.0 License.

FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil
© 2024 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-0450-5/24/06
https://doi.org/10.1145/3630106.3658986

ACM Reference Format:
Carmen Loefflad and Jens Grossklags. 2024. How the Types of Consequences
in Social Scoring Systems Shape People’s Perceptions and Behavioral Reac-
tions. In The 2024 ACM Conference on Fairness, Accountability, and Trans-
parency (FAccT ’24), June 03–06, 2024, Rio de Janeiro, Brazil. ACM, New York,
NY, USA, 16 pages. https://doi.org/10.1145/3630106.3658986

1 INTRODUCTION
Social scoring systems classify people based on their social behav-
iors or personal characteristics into “good” and “bad”, and distribute
benefits to people with a good score, while denying access to ben-
efits for people with a bad score. As such, these systems aim at
making people engage in specific behaviors, which often serve a
society-wide goal [89]. Practices going into the direction of social
scoring are increasingly deployed around the globe [1, 11, 67, 88].
However, social scoring systems raise strong controversies due to
their opacity, privacy-invading character, and adverse impact on
different groups of people [21, 91]. The EU AI Act considers so-
cial scoring systems as systems creating an “unacceptable risk”, as
the sorting of individuals may lead to a “detrimental treatment” of
people, and violate rights of equality [30]. In contrast, proponents
consider social scoring systems a promising tool for governing
society-wide behaviors in an automated manner [23, 36, 62]. A
key factor adding to the controversial debate is that social scoring
systems often violate contextual integrity. Contextual integrity re-
quires that the behavioral score, derived from data collectedwithin a
specific domain, should exclusively inform decision-making within
this domain [61].

To understand the disparate impact of social scoring systems
on different groups of individuals it is imperative to investigate
people’s attitudes and behavioral responses towards social scoring
systems. In this context, one of the foremost questions is how the
way people are treated by a social scoring system, i.e., the types
of consequences they experience, impacts their perceptions and
behavioral reactions. Both the score people receive, the outcome, as
well as the importance of the decision context in which social scores
are used for decision-making, the decision importance, determine
the types of consequences. In this work, we report on the results
of a comprehensive survey following an experimental study. The
survey investigates the impact of the types of consequences on
people’s perceptions and behavioral reactions in a social scoring
system that violates contextual integrity.

To study people’s perceptions, we adopt a procedural justice-
driven approach [71], and account for several key perceptions that
this theory displays as central. To these count judgments of proce-
dural justice, legitimacy, and effectiveness. As for people’s behav-
ioral reactions, we assess both people’s intention to comply with the
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system, as well as their intention to adapt their behaviors. We inves-
tigate two guiding research questions. First, we ask how the types
of consequences, namely the scoring outcome (good vs. bad) and
the decision importance (high-stakes vs. low-stakes), affect people’s
perceptions and behavioral reactions, using multiple linear regres-
sions (RQ1). We further investigate how the types of consequences
affect the structural relationship between people’s behavioral re-
actions and perceptions (RQ2). We include individuals’ experiences
into the structural model, evaluating the perceived favorability of
their outcomes (outcome favorability), and the degree to which
they feel their privacy is invaded (subjective privacy harms).

We find that the outcome created strong opinion differences, in
terms of how people experienced the system, what they thought of
the system, as well as how they reacted to the system. While there
was no systematic effect of the decision importance on perceptions
or behaviors, it exacerbated differences in opinions regarding the
perceived effectiveness, and people’s feeling of being treated with
respect. People with a bad outcome generally reported an intention
to change their behaviors. At the same time, and opposed to those
with a good outcome, their intention to comply with the system
could not be attributed to the perception that the system is legit-
imate. The structural relationship between people’s perceptions,
experiences, and intention to comply was strongly shaped by the
outcome, but not by the decision importance. Perceptions of proce-
dural justice and legitimacy were biased by people’s judgments of
the outcome, but this bias was much stronger for people with a bad
outcome. For those with a good outcome, perceptions of justice and
legitimacy were weakened due to the privacy-invading character
of the system.

From a higher level perspective, our work shows that the con-
sequences people receive might create a pivotal disparate impact
on people’s overall attitudes towards social scoring, shape their
behavioral reactions, and possibly shift the motivation behind these
reactions from being perceived as legitimate to being perceived as
coercive. Our results further suggest that very divergent societal
dynamics may arise with the introduction of social scoring systems.

2 RELATEDWORK
2.1 Social Scoring Systems
Social scoring refers to the activity of assessing a character trait
from behavioral data. Commonly, people with a good score have ac-
cess to benefits. People with a bad score, in contrast, are deprived of
these benefits, or even receive punishments, depending on the strict-
ness of the social scoring system. As such, incentives are created
to engage in behaviors that are desired by the system. Specifically,
social scoring systems aim at achieving behavioral changes, e.g.
to make people behave more trustworthy [17, 67], or more pro-
environmentally [1, 11]. Depending on the level of automation,
scoring systems can be understood as automated decision-making
(ADM) systems, which algorithmically regulate society-wide be-
haviors, and which dispose of an ordering function [23, 49, 89].
Practices that resemble social scoring are increasingly deployed in
Europe [1, 11, 88], and some scholars argue that they will be an in-
tegral part of social regulation efforts in the future [36, 62]. Yet, the
EU is placing limitations on scoring practices that classify people
based on social behaviors or on predicted character traits. The EU

AI Act considers AI-based scoring systems “unacceptable” risk ap-
plications, and aims at prohibiting their application in contexts that
violate contextual integrity, since such a violation could lead to a
“detrimental treatment that is disproportionate or unjustified to the
gravity of their social behavior” [30]. Contextual integrity requires
that information generated in a certain domain should be used to
make decisions only in this domain [61]. However, whether contex-
tual integrity is maintained primarily depends on how narrowly the
context is defined [82], and the EU AI Act still needs to provide a
clear definition of contextual integrity. To date, most scoring efforts
are characterized by a violation of contextual integrity [11, 67, 88].
For example, some systems assess people’s pro-environmental be-
haviors, and distribute low-stakes benefits in cultural institutions
[1, 11]. In the Chinese Social Credit System (SCS), in contrast, the
violation of contextual integrity is deliberately used for making
high-stakes decisions, which have an important economic impact
on people’s lives [24, 29].

In our prior work, we have investigated the impact of different
levels of transparency on people’s perceptions of and behavioral
reactions to a social scoring system, which maintains contextual
integrity. We found that transparency in social scoring systems is
key for preventing undue harms [50]. Building on this finding, the
present work is centered on a transparent social scoring system,
which violates contextual integrity. The following subsection ex-
plains the perceptions and behavioral reactions that are the focus
of this study.

2.2 Using Procedural Justice Theory to Study
Perceptions and Behavioral Reactions to
Social Scoring

Procedural justice theory is concerned with analyzing how people’s
perceptions of a decision-making system vary with the level of pro-
cedural justice inherent in the decision-making processes [12]. In
this context, the theory allows for evaluating the legitimacy of a
decision-making system, as well as people’s intention to comply
with it. It also helps understand how perceptions of legitimacy and
compliance intentions are shaped by perceptions of procedural
justice [54, 70, 80]. Therefore, we assess both people’s perceived
procedural justice, and perceived legitimacy when they are subject
to a social scoring system. We further measure perceptions of ef-
fectiveness to account for the possibility that compliance is also
driven by people’s belief that the scoring system is successful in
imposing consequences [63].

Procedural justice refers to the “perceived fairness of the pro-
cesses by which outcomes are reached” [46]. To its components
count people’s control in and understanding of the scoring pro-
cesses [71], transparency [46], benevolent motives of a decision-
making organ [46], as well as a respectful treatment of decision
subjects [80]. Perceived legitimacy refers to the appropriateness
of a system that operates in a society [68]; to be viewed as legiti-
mate, the processes of a system should be normatively aligned with
people’s moral codes [38, 80], and elicit an obligation to obey an
authority [76, 78, 80]. In addition, legitimacy implies that people de-
velop trust towards a system [80]. While both trust in ADM systems
[18, 20, 47], as well as perceived trustworthiness of ADM systems
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[64] has found considerable attention in the human-computer inter-
action literature, only few studies have centered on the perceived
legitimacy of ADM systems [52, 84]. Lastly, the effectiveness of
ADM systems has been conceptualized as usefulness of a system
[8]. In the context of social scoring systems, perceived effective-
ness may also be understood as the perceived ability to effectively
incentivize people to engage in desirable behaviors [37].

Assessing a variety of perceptions of decision-making systems
is key for understanding people’s behavioral reactions to a system
[70, 76, 80]. In the context of our study, we assess people’s intention
to comply, which refers to their willingness to engage in the de-
sired behaviors. We further investigate people’s behavior changes,
in terms of how strongly they adapt their behaviors after having
learned how the scoring system functions. Our multidimensional
and procedural justice-driven approach allows us to identify possi-
ble pathways that shape behavioral reactions. This approach also
helps develop a nuanced understanding of the impact of the types
of consequences on perceptions and behavioral reactions. The next
section elaborates on the consequences emerging from social scor-
ing systems, and presents variables relating to individual differences
and experiences.

2.3 Factors Shaping Perceptions and Behavioral
Reactions

2.3.1 Types of Consequences. The impact of a social scoring system
on individuals depends on both the score they receive (outcome),
as well as on the importance of the decision context in which the
score is consulted for decision-making (decision importance). Some
scoring systems are only used for making decisions that are of
low importance (low-stakes decisions), distributing cultural benefits
for people with a good outcome [1]. The Chinese SCS, in con-
trast, uses scores for making decisions that are of high importance
(high-stakes decisions), which specifically exclude those with a bad
outcome from access to important services and goods [22, 28]. Us-
ing social scoring systems for making high-stakes decisions further
fuels the ethical debate about those systems, and might increase
the “detrimental” disparate impact on people with a bad outcome
[30]. In social scoring systems, the outcome people receive [52, 85]
as well as the decision importance [8, 16, 43, 58] are likely to have a
pivotal impact on people’s perceptions. Understanding how the con-
sequences individuals receive impact their perceptions is important,
because judgments of fairness, legitimacy, or justice in the decision-
making procedures shape individuals’ behavioral reactions [54, 80].
In addition, groups of people that react differently to social scoring
systems may contribute to shaping inequality between individuals
[34]. Further, understanding the mechanisms that drive behavioral
reactions can provide valuable insights into the societal dynamics
that arise with the introduction of a social scoring system [41]. The
central question of this work is to understand how specific kinds
of consequences affect people’s perceptions and their behavioral
reactions. In this context, individual differences, in terms of people’s
computer literacy [8, 18, 64, 85], as well as their general privacy
attitudes [8, 18] may contribute to shaping people’s perceptions
and behavioral reactions.

2.3.2 Individual Differences. People’s literacy towards digital tech-
nologies is referred to as AI literacy [51], or computer literacy [85].

People’s illiteracy counts towards the most significant dangers in
the context of ADM systems [14]; people’s limited understanding
of how an ADM system works may exacerbate the disparate im-
pact stemming from the system [35]. The EU AI Act specifically
emphasizes the need to educate citizens in AI-related fields [30].
Computer literacy greatly impacts judgements of algorithms or
ADM systems [8, 18, 64]. Controlling for people’s computer literacy
may thus help identify sources of bias in the assessment of people’s
perceptions of social scoring systems.

As ADM systems largely rely on large-scale data collection [59],
people’s general privacy-related attitudes may shape how people
perceive these systems, which we refer to as general privacy con-
cerns [66]. General privacy concerns can be negatively associated
with judgments of fairness and usefulness of ADM systems [8, 72],
shape the legitimate status of ADM systems [18], or impact people’s
intention to use these systems [40].

With our second research question, we assess the impact of
the types of consequences on the structural relationship between
people’s perceptions and behaviors, including people’s experiences,
which are presented in the following.

2.3.3 Experiences. The large-scale collection of behavioral data,
as inherent in social scoring systems [21], raises strong privacy-
related concerns [21, 91]. These are also referred to as subjective
privacy harms. Subjective privacy harms refer to the unwanted state
of being observed. They arise when people feel uncomfortable once
decision-making systems collect behavioral data, or when people
feel that the collection of behavioral data may be disadvantageous
to them [15]. Accounting for perceived privacy violations might
lead us to better understand people’s attitudes towards ADM sys-
tems [65], specifically as systems that provide more privacy lead
to increased satisfaction among users [2, 53], and may also impact
people’s behavioral reactions to a system [50].

Outcome favorability refers to people’s subjective evaluation
of the outcome they receive from an ADM system [52, 86]. An
important facet of procedural justice theory is to separate people’s
evaluation of a specific outcome from the evaluation of the proce-
dures leading to this outcome [13]. This separation is important
because people who perceive their outcome as favorable possibly
consider a decision-making organ as more procedurally just [6],
which is also referred to as outcome favorability bias. This bias
is undesirable, as it undermines an objective assessment of the
fairness of a system [85]. For our context, this implies the subjec-
tive valence of the consequences that people receive, in terms of
their outcome and the decision importance, may significantly shape
people’s perceptions and behavioral responses.

3 RESEARCH QUESTIONS AND HYPOTHESES
In this section, we first establish a set of research hypotheses and
questions to answer our first guiding research question of how
the types of consequences impact people’s perceptions and behav-
ioral reactions. Second, we establish a structural equation model.
Structural equation modeling allows for testing hypothesized as-
sociations between several latent constructs [42]. In our case, we
investigate associations between people’s perceptions, experiences,
and behavioral reactions. An overview of the research agenda is
given in Figure 1a.
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Consequences

Good vs. bad
outcome

High vs. low
stakes

Individual differences

General privacy
concerns

Computer 
literacy

Legitimacy Procedural
justice

Effective-
ness

PerceptionsBehavioral reactions

Behavior change Compliance 
intention

Experiences

Outcome 
favoravility

Subjective
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(a) Research overview. First, we investigate how the types of consequences affect behavioral reactions
and perceptions, controlling for individual differences. Second, we ask how the types of consequences
affect the structural relationship between people‘s perceptions and behavioral reactions, including people‘s
experiences.

Outcome Favorability

Procedural Justice

Legitimacy

Effectiveness

ComplianceSubjective Privacy Harms

(b) Structural model between perceptions, experi-
ences, and compliance, adapted from Loefflad et al.
[50]).

Figure 1: Research Overview

3.1 Impact of the Types of Consequences on
Perceptions and Behavioral Reactions

3.1.1 Scoring Outcome. Wang et al. [85] find that people with a
good outcome perceive an ADM system significantly more fair
than people with a bad outcome. Martin and Waldman [52] find
that perceptions of legitimacy are higher for people with a good
outcome as opposed to those with a bad outcome . Therefore, we
hypothesize:

• H1: There is a positive association between receiving a good
outcome and perceptions of procedural justice.

• H2: There is a positive association between receiving a good
outcome and perceptions of legitimacy.

In addition, we address the following research questions:
• RQ1: How does the outcome impact perceptions of effec-
tiveness?

• RQ2: How does the outcome impact people’s behavioral
reactions, in terms of their intention to comply, and their
behavior change?

3.1.2 Decision Importance. Systems making decisions that are of
high complexity [16] or high importance [8, 43, 58] to one’s life
are likely to be judged differently than ADM systems making de-
cisions that are less complex or less important. While some find
that applying ADM system to a high-stakes decision can negatively
impact people’s perceived procedural justice of an ADM system
[16, 43, 58], judgments of procedural justice may also increase, for
example when human decision-making in high-complexity tasks is
complemented with algorithmic decision-making [58]. The impact
on judgments of fairness or justice when applying ADM systems to
high-stakes decisions might further depend on the specific applica-
tion scenario [8, 10]. Yurrita et al. [90] find that the stakes involved
do not impact perceptions of procedural justice. Due to the lack of
comprehensive results, we raise the following research question:

• RQ3: How does the decision importance impact people’s
perceptions of procedural justice?

Literature in social psychology suggests that the extent to which
the decision-making organ, which uses a specific sanction severity,
is perceived as legitimate often depends on whether people consider
the deployed procedures of the system just. In addition, people’s
willingness to comply with a decision-making system used for in-
centivizing specific behaviors may also depend on their perceptions

of procedural justice [57, 83]. An evaluation of the impact of the
decision importance on people’s perceptions of legitimacy and their
intention to comply with a social scoring system thus requires un-
derstanding how perceptions of procedural justice are impacted by
the consequences people experience, including both the outcome
and the decision importance. As outlined, perceptions of procedural
justice are likely to be lower for people with a bad outcome [85].
Yet, it might also be plausible that the decision importance and the
outcome interact in determining people’s perceptions of legitimacy
and behavioral reactions [52]. Accounting for potential interaction
effects between decision importance and outcome we ask:

• RQ4: How does the decision importance impact perceptions
of legitimacy, and people’s intention to comply?

• RQ5: How does the decision importance impact behavioral
reactions?

As for the impact of the decision importance on the perceived
effectiveness of an ADM system, Araujo et al. [8] find that mov-
ing from a low-stakes to a high-stakes decision negatively affects
perceptions of usefulness. Due to the lack of research regarding the
impact of the decision importance on perceived effectiveness, we
further ask:

• RQ6: How does the decision importance impact perceptions
of effectiveness?

3.1.3 Individual Differences. Araujo et al. [8] find a negative re-
lationship between privacy concerns and perceptions of fairness,
and the perceived usefulness of ADM systems. Chen and Sundar
[18] find a negative association between general privacy concerns
and people’s trust in ADM systems. Further, Jozani et al. [40] find
that privacy concerns decrease users’ engagement.

Computer literate people tend to perceive an ADM system as
more effective [8], more fair [64, 85], and develop higher trust
towards ADM systems [64]. As such, it is likely that both computer
literacy as well as general privacy concerns contribute to explaining
people’s perceptions and behavioral reactions in the context of
social scoring systems. Therefore, we control for these variables in
the regression analyses.
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3.2 Relationship between Perceptions,
Experiences and Compliance Intention

In this section, we establish a research model regarding the relation-
ship between people’s perceptions, experiences, and their intention
to comply, adapted from our prior work [50]. We briefly re-state the
core implications of the literature in social psychology leading to
this structural model as explained in detail in [50]. First, decision-
making organs are more likely to be viewed as legitimate once
they exercise their power in a procedurally just manner [75–77].
In particular, perceptions of procedural justice also shape percep-
tions of the overall legitimacy of a decision-making system [78].
In turn, in situations in which people perceive a decision organ as
legitimate, they are more likely to comply with it [25, 54, 71, 76].
In this regard, high perceptions of legitimacy can lead people to
comply with authorities based on a value-driven motivation, and
not based on instrumental reasoning or coercion [70]. Therefore,
we expect direct paths from procedural justice to legitimacy, as well
as from perceived legitimacy to the intention to comply. In terms
of the effect of perceived effectiveness on judgments of legitimacy,
a large strand of literature provides evidence that judgments of pro-
cedural justice are more central to perceptions of legitimacy than
the perceived effectiveness of a decision-making system [70, 76, 79].
Therefore, we also test for an instrumental source of legitimacy, in
which social scoring systems develop a legitimate status through
effectively incentivizing desirable behaviors [70].

In terms of the impact of people’s experiences, the subjective va-
lence of their outcome, i.e., their outcome favorability, may directly
be associated with perceptions of procedural justice [6], which is
also referred to as outcome favorability bias [86]. Moreover, empiri-
cal evidence has suggested that privacy invasion and procedural
justice are negatively related to each other [8, 27, 72]. Further,
subjective privacy harms might be closely related to individuals’
assessment of their outcome [44, 50], and decrease people’s satisfac-
tion with it [19]. In addition, subjective privacy harms can decrease
compliance behaviors that exceed the expectations of an authority
[60]. We, therefore, hypothesize that subjective privacy harms are
negatively associated with outcome favorability, perceived proce-
dural justice, as well as with people’s intention to comply. These
findings lead us to develop a structural model as shown in Figure 1b.

A wide body of research has shown that people’s perceptions of
authorities are shaped by their evaluations of justice of the proce-
dures authorities use to exercise power [79–81]. In our prior work,
for example, we have shown that a transparent social scoring sys-
tem was perceived as significantly more procedurally just than a
non-transparent system. The difference in perceived procedural jus-
tice strongly shaped the relationship between people’s experiences,
perceptions, and their intention to comply [50]. In the present work,
perceptions of procedural justice may strongly depend on the types
of consequences. Therefore, it is likely that the structural model
as depicted in Figure 1b differs with the outcome people receive
or with the decision importance. Therefore, we raise the following
research question:

• RQ7: How do the types of consequences affect the struc-
tural model between people’s experience, perceptions, and
intention to comply?

4 METHOD
4.1 Social Scoring Experiment
The experiment was conducted in the labs of two German universi-
ties in June 2023. The experiment consisted of two phases. In the
first phase, the score generation phase, a social score, mimicking
people’s trustworthiness, was generated in a repeated trust game.
In the second phase, the social score was applied to a hypotheti-
cal decision-making scenario, which was either a high-stakes or
a low-stakes situation. Both decision-making scenarios differed
from the context in which the score was sourced, and thus violated
contextual integrity.

4.1.1 Score Generation. At the beginning of the experiment, partic-
ipants were randomly matched to anonymous communities consist-
ing of four people. In each community, the participants interacted
with each other for 18 rounds. The number of rounds was unknown
to the participants to avoid a behavior change towards the end. In
each round, the four community members were randomly matched
to pairs of two and played a trust game [9]. A trust game is a se-
quential game between a first and a second mover. In each round,
the roles of the first and second mover were assigned randomly.
Both players received a monetary endowment of 10 monetary units
(MUs). The first mover decided howmuch to trust the second mover,
i.e., what fraction of the endowment to send to the second mover.
The secondmover received twice the amount sent by the first mover.
Then, the second mover decided how much to send back. The back-
sending behaviors give an indication about the second-mover’s
trustworthiness.

Similar to [50], a social scoring system was introduced to the
communities, to make people behave trustworthy. The scoring sys-
tem assigned a behavioral score based on people’s trustworthiness
behaviors. Everyone started with a score of 1000. If people did not
behave trustworthy the score was reduced. As in [50], trustworthi-
ness was defined as sending back at least the amount that equalized
the payoffs between the first and the second mover. The more un-
trustworthy people behaved, the more points were subtracted. The
score was updated after each round.

In contrast to our prior work [50], the score could not be re-
quested by the first movers before deciding how much to send.
To each participant, the score was only privately known. As such,
there was no monetary incentive during the score generation phase
to behave trustworthy. People only knew that after the score gen-
eration phase, there would be a hypothetical scenario, in which
their score would matter. The scoring system considered a score
above 985 a good score, and a score of 985 and below a bad score.
The participants were hinted towards the definition of trustwor-
thiness at the beginning of the experiment; we provided several
interaction examples between a first and second mover, and the
score that would result from the interaction (Figure 4 in the Ap-
pendix). Further, people were told that a good score would indicate
that they valued fairness and equality, and that they were socially
engaged. The scoring system did not upgrade scores; there was thus
no recovery from being assigned a bad score. As such, the score
generation phase assigned an outcome to each participant, which
was either good or bad, and which endogenously emerged from
people’s behaviors.
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4.1.2 Decision Importance. After having completed the experi-
ment, participants were presented with a hypothetical scenario,
which was adapted to their score, i.e. their outcome. In the scenario,
a scoring system was newly introduced to their city, and the score
was used to determine access to services and goods. In the low-
stakes scenario, good scores could be used for cultural benefits. In
the high-stakes scenario, good scores could be used in a university
application process to increase the chances of admission. Those
with a bad score did not receive benefits (see Appendix A.1). We in-
troduced a manipulation check asking people to assess the relative
importance of the scenario in a person’s life.

4.2 Experimental Surveys
In a pre-survey, participants’ computer literacy, as well as their gen-
eral privacy concerns were measured, to derive factors regarding
their individual differences. Computer literacy was measured over
six items [45, 69, 73, 85], and general privacy harms were measured
over four items [18, 26] (Table 3 in the Appendix). The post-survey
measured people’s perceptions, experiences, and intention to com-
ply as in Loefflad et al. [50] (Table 2 in the Appendix).

4.2.1 Perceptions and Behavioral Reactions. Perceived procedural
justice was measured over nine items [3, 46, 80], referring to the
perceived benevolence of the system, their control in the process, to
the general transparency, clarity, and fairness of the scoring process,
as well as the extent to which people felt respected. Perceived legiti-
macy was measured over five items, relating to whether the scoring
system was aligned with people’s moral values, to people’s trust
in the system, as well as to their perceived obligation to obey [38].
Perceived effectiveness was measured as usefulness [16], and as the
ability to influence key decision makers [37]. People’s intention to
comply was measured in a hypothetical scenario at the end of the
survey. They should suppose that the experiment was played again,
under the same conditions. People should indicate the amount they
would send back as a second mover, if they had received 20 MUs
from the first mover in the first round of the experiment. We refer to
the indicated amount as their intention to comply. From the amount
indicated as intention to comply, we calculated the intended return
ratio, i.e. the amount sent back divided by the amount received.
Subtracting the intended return ratio from the return ratio as the
first time as second mover in the experiment yields a measure for
behavioral change. An attention check was included.

4.2.2 Experiences. People’s outcome favorability captured first, to
which extent people liked how they were treated, second, to which
degree they were satisfied with their score, and third, to which
extent people perceived the introduction of a social scoring system
as favorable. Subjective privacy harms referred first, to whether the
collection of behavioral data made participants feel uncomfortable,
and second, whether they felt that the collection of behavioral data
was disadvantageous to them [15]. Third, we asked people to what
extent they felt controlled by the scoring system [50].

4.3 Statistical Analyses
4.3.1 Regression. We conducted five multiple linear regression
analyses for H1 and H2, and RQ1-RQ6. Each regression had a
specific perception or behavioral reaction as the dependent variable.

The independent variables were the types of consequences, in terms
of outcome and decision importance, and individual differences, in
terms of computer literacy and general privacy concerns. For each
dependent variable, we conducted another regression, including
the interaction term between outcome and decision importance.
Further, we conducted pairwise t-tests to better understand the
results.

4.3.2 Structural Equation Modeling. Following Loefflad et al. [50],
we established a structural equation model between people’s ex-
periences, perceptions, and their intention to comply (Figure 1b).
We used a multi-group approach to determine whether the types
of consequences had an impact on the structural model (RQ7). In
multi-group structural equation modeling, the structural model
is estimated separately for each group. This allows us to analyze
whether the relationship between the variables differs depending
on the types of consequences. Hereby, we first construct a mea-
surement model. All manifest variables that showed large cross-
loadings, high residual error correlations, or low loadings on the
latent variables were not retained [42]. Subsequently, we estimated
the path model as in [50].

5 RESULTS
5.1 Descriptive Statistics
390 participants participated in the experiment. We included only
those who passed the attention check (𝑛=375). 194 participants were
in a low-stakes, and 181 in a high-stakes scenario. In the high-stakes
scenario, 150 participants had a good, and 44 had a bad outcome.
In the low-stakes scenario, 133 participants had a good, and 48 had
a bad outcome. Participants’ earnings amounted to 19.74 Euros, on
average (SD=4.53). They completed the experiment in 33.77 minutes,
on average (SD=6.48). 43.5% of the participants were male, 54.9%
were female, 1.0% were diverse, and 1.0% preferred not to reveal
their gender. 64.8% of the participants were aged between 17 and
25, 24.0% between 25 and 30, 6.1% between 30 and 40, and 3.2%
were above 40 years old. 1.8% did not reveal their age. As for their
ethnic background, 61.3% were White or Caucasian, 19.2% were
Asian-Pacific, 6.1% were Hispanic, and 1% were Black or African
American. 9.1% did not reveal their ethnic background, and 3.6%
indicated to be multiracial.

5.2 Impact of the Types of Consequences on
Perceptions and Behavioral Reactions

In this section, we report on the results of the regression analyses,
investigating how the types of consequences, namely the outcome,
the decision importance, and their interaction, impact people’s
perceptions and behavioral reactions.

5.2.1 Outcome. A good outcome was positively associated with
perceptions of effectiveness (𝛽=0.98, p<0.001, RQ1), procedural jus-
tice (𝛽=0.35, p<0.01, H1), legitimacy (𝛽=0.56, p<0.001, H2), as well
as with people’s intention to comply (𝛽=1.37, p<0.01,RQ2) (Table 1).
Further, a positive outcome led to a substantial decrease in behav-
ior change (𝛽=-0.22, p<0.001, RQ2). Additional two-sample t-tests
revealed that people with a good outcome perceived the scoring
system as significantly more procedurally just (M=3.70, SD=0.66),
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than people with a bad outcome (M=3.38, SD=0.61, p<0.001). Per-
ceived legitimacy was stronger for people with a good outcome
(M=3.34, SD=0.86) than for people with a bad outcome (M=2.90,
SD=0.90, p<0.001). Those with a good outcome reported higher
perceptions of effectiveness (M=3.53, SD=0.95) compared to those
with a bad outcome (M=2.83, SD=1.00, p<0.001). Their intention
to comply was also significantly higher (M=14.48, SD=2.09) com-
pared to people with a bad outcome (M=12.67, SD=3.98, p<0.001).
In contrast, people with a good outcome showed a significantly
lower change in behavior (M=0.02, SD=0.16) than people with a bad
outcome (M=0.21, SD=0.27, p<0.001). We also explored the impact
of the outcome on people’s experiences. People with a good out-
come reported a significantly higher outcome favorability (M=4.17,
SD=0.69) than those with a bad outcome (M=2.60, SD=0.90, p<0.001).
Those with a bad outcome reported significantly higher subjective
privacy harms (M=3.60, SD=0.98) than those with a good outcome
(M=3.16, SD=0.96, p<0.001). These results are depicted in Figure 2b.

5.2.2 Decision Importance. A two-sample t-test revealed that peo-
ple considered the high-stakes scenario significantly more impor-
tant to a person’s life (M=4.06, SD=0.89) than the low-stakes sce-
nario (M=3.37, SD=1.01, p<0.001, t=6.93). The decision importance
was thus successfully manipulated. We found no main effect of the
decision importance on perceived effectiveness, legitimacy, proce-
dural justice, and the intention to comply. However, moving from
a high-stakes to a low-stakes scenario led to a decrease in behavior
change (𝛽=-0.07, p<0.1). We further found no interaction effects
between the decision importance and the outcome in determining
perceptions of legitimacy, procedural justice, or the intention to
comply. Thus, the decision importance had no effect on people’s per-
ceptions of procedural justice (RQ3), nor on their perceptions of le-
gitimacy and intention to comply (RQ4). For exploratory purposes,
we conducted a regression analysis for each of the sub-components
of procedural justice. We found a significant interaction effect be-
tween the decision importance and the outcome on people’s feeling
of being treated with dignity and respect (𝛽=-0.66, p<0.05); that
is, when changing from a low-stakes to a high-stakes decision the
feeling of being treated with dignity and respect increased only for
people with a good outcome (Figure 2a). In addition to the significant
main effect of the decision importance on people’s behavior change,
we also found an interaction effect between the decision importance
and the outcome (𝛽=0.082, p<0.1). Moving from a low-stakes to a
high-stakes scenario led to behavioral changes, but only for those
with a bad outcome (RQ5). We further found an interaction effect
between the decision importance and the outcome on perceived
effectiveness, i.e., the positive effect of having a good outcome
on perceived effectiveness was weaker in a low-stakes situation
compared to a high-stakes situation (𝛽=-0.523, p<0.05) (RQ6).

5.2.3 Individual Differences. Computer literacy was positively as-
sociated with perceptions of procedural justice (𝛽 = 0.115, p<0.01),
and legitimacy (𝛽 = 0.093, p<0.1), but not with perceived effective-
ness, or behavioral reactions (Table 1). General privacy concerns
were neither associated with people’s perceptions nor with behav-
ioral reactions.

5.3 Relationship between Perceptions,
Experiences, and Compliance Intention

As perceptions were mainly influenced by the outcome, and not
by the decision importance, we modified RQ7, and asked how the
outcome affects the structural model between people’s experiences,
perceptions, and intention to comply. We thus specified a multi-
group SEM with the outcome as the grouping variable (𝑛𝑔𝑜𝑜𝑑=283,
𝑛𝑏𝑎𝑑=92).

5.3.1 Measurement Model. In the measurement model, perceived
procedural justice (PJ) was measured over items relating to the
dignity and respect participants felt they were given, as well as
over the benevolence of the system (b1, b2, b3, d1, see Table 2 in
the Appendix). Outcome favorability (Fav) was measured over two
items (f1, f2), and legitimacy (Leg) was measured over four items
(ob2, na1, na2, tr1). Subjective privacy harms (SPH) were measured
over two items (sph1, sph2). The intention to comply (Comp) was
included as amanifest variable.Weak invariance was given, suggest-
ing that the factor loadings of the items on the latent variables were
equal across groups. This is a prerequisite for drawing meaningful
comparisons in a multi-group SEM [87]. Due to the ambiguous role
of perceived effectiveness in determining perceptions of legitimacy
[70, 76, 79], we compared the model fit of a measurement model
with the variable effectiveness to the model fit without it [48]. As
the model without effectiveness had a better fit with the data, we
did not include this variable.

5.3.2 Path Model. The direct path SPH→Fav was invariant across
outcomes. The paths PJ→Leg, Fav→PJ, SPH→Leg, and SPH→PJ
differed across outcomes. Removing the path SPH→Comp did not
deteriorate the model fit. Procedural justice was strongly and di-
rectly associated with perceptions of legitimacy, for both outcomes
(𝛽=0.81, p<0.001 for bad; 𝛽=0.92, p<0.001 for good). Further, pro-
cedural justice was positively and indirectly associated with the
intention to comply, but only for those with a good outcome (𝛽=0.15,
p<0.05). Similarly, perceived legitimacy was positively and directly
associated with the intention to comply, but only for those with
a good outcome (𝛽=0.17, p<0.05). For both outcomes, outcome fa-
vorability was directly and positively associated with perceived
procedural justice and indirectly and positively associated with
perceived legitimacy. Yet, the effects were stronger for people with
a bad outcome (direct effect 𝛽=0.59, p<0.001; indirect effect 𝛽=0.54,
p<0.001), compared to people with a good outcome (direct effect
𝛽=0.28, p<0.01; indirect effect 𝛽=0.26, p<0.01). For both outcomes,
subjective privacy harms had a significant negative effect on out-
come favorability (𝛽=-0.47, p<0.001 bad outcome; 𝛽=-0.53, p<0.001
good outcome). Further, subjective privacy harms were directly and
negatively associated with perceived procedural justice only for
those with a good outcome (𝛽=-0.64, p<0.001). Yet, for both out-
comes, there was a significant indirect effect on procedural justice
(𝛽=-0.28, p<0.01 bad outcome; 𝛽=-0.13, p<0.01 good outcome). The
total negative effect of subjective privacy harms on perceived pro-
cedural justice was significant for both outcomes, but stronger for
those with a good (𝛽=-0.77, p<0.001), compared to those with a bad
outcome (𝛽=-0.53, p<0.001). Further, subjective privacy harms di-
rectly and negatively impacted perceived legitimacy only for those
with a good outcome (𝛽=-0.17, p<0.01). However, for both outcomes,
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Table 1: Impact of the types of consequences and individual differences perceptions and behavioral reactions.

Effectiveness Procedural Justice Legitimacy Behavior Change Compliance Intention
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Constant 2.716∗∗∗ 2.529∗∗∗ 3.154∗∗∗ 3.144∗∗∗ 2.896∗∗∗ 2.810∗∗∗ 0.209∗∗∗ 0.239∗∗∗ 12.251∗∗∗ 12.593∗∗∗
(0.309) (0.318) (0.205) (0.213) (0.278) (0.288) (0.061) (0.063) (0.861) (0.890)

Good outcome 0.722∗∗∗ 0.978∗∗∗ 0.336∗∗∗ 0.350∗∗ 0.445∗∗∗ 0.563∗∗∗ −0.184∗∗∗ −0.224∗∗∗ 1.839∗∗∗ 1.368∗∗
(0.116) (0.162) (0.077) (0.108) (0.105) (0.147) (0.023) (0.032) (0.325) (0.454)

Low-stakes −0.116 0.278 −0.113+ −0.092 −0.052 0.130 −0.013 −0.074+ −0.109 −0.832
(0.100) (0.201) (0.066) (0.134) (0.090) (0.182) (0.020) (0.040) (0.279) (0.562)

General privacy concerns −0.011 −0.016 −0.017 −0.017 −0.064 −0.067 −0.005 −0.004 −0.033 −0.023
(0.064) (0.064) (0.043) (0.043) (0.058) (0.058) (0.013) (0.013) (0.179) (0.179)

Computer literacy 0.069 0.075 0.115∗∗ 0.115∗∗ 0.090 0.093+ 0.007 0.006 0.200 0.189
(0.063) (0.062) (0.042) (0.042) (0.056) (0.056) (0.012) (0.012) (0.174) (0.174)

Good outcome x Low-stakes −0.523∗ −0.027 −0.241 0.082+ 0.959
(0.231) (0.155) (0.209) (0.046) (0.647)

Observations 375 375 375 375 375 375 375 375 375 375
R2 0.097 0.109 0.069 0.069 0.054 0.058 0.151 0.158 0.082 0.087
Adjusted R2 0.087 0.097 0.059 0.057 0.044 0.045 0.142 0.147 0.072 0.075

Note: +p<0.1;∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001
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(stakes) on people’s perceptions and behavioral reactions.
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Figure 2: Illustration of the impact of the types of consequences on perceptions, experiences, and behavioral reactions.

there was a strong indirect negative association between subjective
privacy harms and perceived legitimacy, which was stronger for
those with a good (𝛽=-0.71, p<0.001), compared to those with a bad
outcome (𝛽=-0.49, p<0.001). The structural models are displayed
in Figure 3. Overviews of the effects and correlations are given in
Tables 4 and 5 (Appendix). We evaluated the prospective power
of the model in terms of detecting differences between the local
paths Fav→PJ, SPH→PJ, SPH→Leg, and Leg→Comp of the two
outcomes. To detect a difference of 0.3 a sample size of 50 observa-
tions per group is required, yielding a power of 95% [39, 55].

6 DISCUSSION AND CONCLUDING REMARKS
In this work, we investigated the impact of the types of conse-
quences in social scoring systems, in terms of the outcome and
the decision importance, on people’s perceptions and behavioral
reactions. Our results show that the outcome people received was
pivotal for determining their experiences with the system, what
they thought of the system, as well as how they reacted to a so-
cial scoring system. In addition, the outcome strongly shaped the
impact of people’s experiences, in terms of outcome favorability
and subjective privacy harms, on their perceptions and behavioral



Types of Consequences in Social Scoring Systems FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil

Outcome Fav.

Proced. Justice

Legitimacy

ComplianceSubjective Privacy Harms

f1

f2

b1 b2 b3 d1

na1

na2

tr1

ob2

sph1

sph2

.83 .81 .75 .77

.76

.70

.70

.79

.86

.72

.82

.74

.17(.024)−.53(< .001)

−.64(< .001)

−.17(.009)

.28(.001) .81(< .001)

1 1 1 1

1

1

1

1

1

1

1

1

1

3.00 2.87 2.67 2.69

3.75

4.27

2.36

2.65

2.83

2.81

2.52

3.21

6.92

Good outcome (n=283)

Outcome Fav.

Proced. Justice

Legitimacy

ComplianceSubjective Privacy Harms

f1

f2

b1 b2 b3 d1

na1

na2

tr1

ob2

sph1

sph2

.86 .83 .81 .76

.77

.72

.77

.88

.84

.72

.82

.75

−.11(.265)−.47(< .001)

−.25(0.109)

−.01(.883)

.59(< .001) .92(< .001)

1 1 1 1

1

1

1

1

1

1

1

1

1

2.49 2.43 2.50 2.26

2.15

2.07

3.27

3.00

2.53

2.65

2.37

2.83

3.19

Bad outcome (n=92)

Figure 3: Path estimates (p-values) of the scoring model. Dashed lines indicate insignificant effects, normal lines significant
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RMSEA: 0.05, SRMR: 0.04.

reactions. Specifically, the impact of the outcome favorability on the
perceived procedural justice, legitimacy, as well as on the intention
to comply was more significantly and more strongly pronounced
for those with a bad outcome. The divergent impact of outcome
favorability between those with a good and those with a bad out-
come is likely due to the much weaker perceived procedural justice
of those with a bad outcome [13].

Subjective privacy harms were associated with a decrease in peo-
ple’s outcome favorability, for both good and bad outcomes, which
follows the established relationship between privacy concerns and
satisfaction [2, 19, 53]. However, subjective privacy harms were neg-
atively associated with perceived procedural justice and legitimacy
only for people with a good outcome; this may be because people
with a good outcome are forced to reveal behavioral information
to have access to benefits. Those with a bad score, in contrast, do
not necessarily share their score. Following identity theory, people
who value privacy generally seek to control what others get to
know, and thus regulate the public picture of themselves conveyed
to others [4, 74]. A transparent score gives a precise indication of
past behaviors, which may have caused a lack of control over which
information is shared, and thus induced the negative association
between subjective privacy harms and perceived procedural justice
and legitimacy. Nonetheless, people with a good outcome felt their
privacy was significantly less invaded compared to people with a
bad outcome. This may point to a rationalization of privacy-related
harms; the benefits associated with the use of ADM systems can
lead people to judge the costs of privacy invasion less negatively,
and, therefore, induce them to trade away privacy concerns [31].

In terms of the impact of the decision importance on people’s
perceptions and behavioral reactions, we found that applying so-
cial scores to a high-stakes compared to a low-stakes decision did
neither affect people’s perceptions of procedural justice, legitimacy,
nor their intention to comply. This result stands in stark contrast
to previous research; commonly, perceptions of fairness or jus-
tice [8, 43, 58] and perceptions of legitimacy [52] of ADM systems
sharply decrease when moving from low-stakes to high-stakes deci-
sion scenarios. Yet, disentangling the concept of procedural justice,

we found that people with a good outcome felt significantly more
respected in a high-stakes compared to a low-stakes scenario. More-
over, applying social scores to high-stakes decisions increased the
perceived effectiveness of social scoring systems, but only for those
with a good outcome. This underscores the importance of studying
perceptions from a multi-dimensional angle, as a one-dimensional
assessment, e.g., of fairness, may prevent researchers from devel-
oping a nuanced understanding of the consequences of different
aspects of social scoring systems [90].

People with a bad outcome showed a strong intention to adapt
their behavior after learning the consequences attached to their
score, even in a low-stakes decision context. This behavioral mech-
anism can be interpreted from several angles. Rationally, the non-
accessibility of rewards may have constituted a perceived loss,
and thus balanced the gains from non-compliance to such an ex-
tent that non-compliance becomes unprofitable [5]. An alternative
interpretation is based on a relational authority follower model,
which assesses the relationship between sanctions and compliance,
considering both the moral message the authority communicates
through the sanction, as well as individuals’ perception of the sanc-
tion [56, 57]. Specifically, the model postulates that a sanction can
convey a moral disapproval of non-compliance, but only if the sanc-
tion is perceived as retributive, and not as a fine through which
non-compliance can be compensated. The mechanism that sanc-
tions can increase compliance through the communication of moral
disapproval only applies when the deployed procedures of the au-
thority are considered just [56]. In the context of our experiment,
this model suggests that those with a bad outcome considered the
consequences, even those in a low-stakes context, as retributive.
It consequently seems that even low-stakes implications commu-
nicated that non-compliance is morally wrong. However, those
with a bad outcome reported low perceptions of procedural justice
and legitimacy. Further, our SEM showed that opposed to those
with a good outcome, the intention to comply for those with a bad
outcome was neither associated with perceived legitimacy nor with
perceived procedural justice. For those with a bad outcome, the mo-
tivation for compliance was thus unrelated to legitimate viewpoints.
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In this context, literature in social psychology has established that
an authority can use distinct power structures to make people
comply. Besides legitimate mechanisms, compliance can also be
achieved through coercion. Coercion is typically evoked by close
monitoring and punishment of citizens [7, 33]. Those with a bad
outcome thus may have voiced the intention to comply based on a
subtle feeling of being coerced, even in the hypothetical scenario of
our experiment. Following the slippery slope framework [41], the
kind of power an authority applies has considerable implications,
as it impacts cognitions of the authority, changes the underlying
motivation for compliance, and shapes the overall climate emerging
in a society subject to the decision-making of an authority [33, 41].
In this context, it is worth noting that voluntary compliance is
substantially furthered by a respectful treatment of individuals [32].
However, those with a bad outcome felt significantly less respected
than those with a good outcome. This exacerbates the concern that
social scoring systems may create substantial controversies.

To develop a more comprehensive understanding of the dynam-
ics evolving in a social scoring system, several aspects require future
investigation. The behavior change of those with a bad outcome
implies that people would behave differently in the future. This
may affect people’s scores, and, consequently, their perceptions
of the system. Future efforts should study the dynamic effects of
social scoring on people’s perceptions and behavioral reactions,
mimicking their “feedback-loop” character [23]. Moreover, the ob-
servation that higher computer literacy was associated with more
positive perceptions of procedural justice should be taken notice of.
Future research should explore the potential risk that social scoring
systems create adverse impacts on individuals who differ in their
education or computer literacy.

Contextualizing our findings within our prior research on social
scoring, people’s perceptions of procedural justice, as well as of
legitimacy were considerably lower in a setting that violates con-
textual integrity compared to a setting that maintains contextual
integrity [50], notably even for those with a good outcome. Our
work thus underscores the careful approach of the EU, which aims
to impose limitations on scoring practices that violate contextual
integrity [30]. However, most real-world practices related to social
scoring clearly violate contextual integrity. Moreover, the EU has
yet to offer a concrete definition of the contextual integrity concept.
Future work needs to assess different degrees of contextual integrity,
and investigate whether the maintaining of this concept would suf-
fice for mitigating the opposing dynamics that the scoring outcome
creates. Understanding these aspects is imperative to shape the
legal boundaries of social scoring practices more narrowly.
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A APPENDICES
A.1 Scenario
This subsection displays the scenarios people read after the experi-
mental phase. First, a short introduction was given. Then, depend-
ing on the treatment, a low-stakes or a high-stakes context was
presented. The outcome that people read was adapted to the score
they reached in the experimental phase.

Introduction: The city in which you live has introduced a social
scoring system.With the introduction of the system, the city aims at
encouraging good behaviors among citizens and promoting social
engagement. Under the social scoring system, behavioral scores are
calculated to assess howwell citizens behave and how engaged they
are. The scoring system in the city functions in a similar manner
to the scoring system you experienced in the experiment. A high
score shows that a person would value fairness and equality, and
indicates a person would be socially engaged. A low score shows
that a person would not particularly value fairness and equality,
and indicates a person would not be particularly socially engaged.

Low stakes: Good behavioral scores can be exchanged for ben-
efits in cultural institutions. Several cultural institutions in your
city take part in the program. They consider the score in the pric-
ing and offering of tickets. In some cultural institutions people
with high scores can enjoy reduced entrance fees. In other cultural
institutions, people with high scores also receive priority seats.
Showing the score when buying tickets or visiting a cultural event
is voluntary.

• Good outcome: Based on how you treated other community
members in this experiment, you would receive a score of
[...] in the social scoring system of your city. This is consid-
ered a high score, and shows that you would value fairness
and equality, and indicates that you would be socially en-
gaged. Therefore, you can enjoy benefits offered by cultural
institutions, such as privileged access to limited tickets, or
discounts on regular entrance fees.

• Bad outcome: Based on how you treated other community
members in this experiment, you would receive a score of [...]
in the social scoring system of your city. This is considered a
low score, and shows that you would not particularly value
fairness and equality, and indicates that you would not be
particularly socially engaged. Therefore, you cannot enjoy
benefits offered by cultural institutions, such as privileged
access to limited tickets, or discounts on regular entrance
fees.

High stakes: Good behavioral scores can be exchanged for ben-
efits in public institutions. Several public institutions in your city
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take part in the program. They consider the score when deciding
about access to services and goods. Suppose you have just finished
your bachelor’s degree. You plan to apply for the restricted master’s
program at a prestigious university in your city. The university
aims at contributing to the city’s initiatives of encouraging good
behaviors and social engagement among citizens.With the introduc-
tion of the scoring system, the university now includes behavioral
scores from the scoring system in their admission processes. In
their admission process for restricted admission master’s programs,
the university primarily considers students’ final grades from their
undergraduate studies. A number of applicants with exceptional
grades are directly admitted to the program. For the remaining
students, the university takes into account both applicant’s final
grades, as well as their social score. High scores improve an appli-
cant’s bachelor’s grade, and increase the chance of being admitted.
Submitting a score to the application process is voluntary. You have
completed your bachelor’s degree with success, but your grades
are not sufficient to be considered exceptional. Therefore, you do
not receive direct admission.

• Good outcome: Based on how you treated other commu-
nity members in this experiment, you would receive a score

of [...] in the social scoring system of your city. This is con-
sidered a high score, and shows that you would value fair-
ness and equality, and indicates that you would be socially
engaged. Your good score improves your bachelor’s grade.
Consequently, you are admitted to the master’s program.

• Bad outcome: Based on how you treated other community
members in this experiment, you would receive a score of [...]
in the social scoring system of your city. This is considered a
low score, and shows that you would not particularly value
fairness and equality, and indicates that you would not be
particularly socially engaged. Therefore, your bachelor’s
grade is not improved. As your bachelor’s grade alone is not
sufficient, you are not admitted to the master’s program.

A.2 Additional Tables and Figures
In this section, the survey questions for the pre-experimental and
the post-experimental survey are displayed. In addition, we provide
complementary information to the structural equation model, in
terms of an overview of the direct and indirect effects, as well as
the correlation matrix of the manifest variables. We also present an
example of the experimental interface, which was used to educate
participants about the experiment.
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Table 2: Survey questions measuring favorability (Fav), subjective privacy harms (SPH), perceived effectiveness (Eff), perceived
procedural justice (PJ), and perceived legitimacy (Leg). A manipulation check (Manip) was added.

Abbreviation Question
Fav
f1 I generally like how I am treated in the scoring system.
f2 The introduction of the scoring system is favorable to me.
f3 I am satisfied with my score.
SPH
ctrl1 I feel controlled by the scoring system.
sph1 I think the collection of behavioral data under the scoring system is disadvantageous to me.
sph2 I feel uncomfortable that the scoring system collects data about my behavior.
Eff
eff1 I think the scoring system will successfully influence people to behave in fair manner.
eff2 Having the scoring system in the city is useful to me.
PJ
b1 I think the scoring system will lead to an increased well-being in the city.
b2 I think the scoring system will make decisions that are good for everyone in the city.
b3 I think the scoring system will be necessary to help people in the city to become more socially engaged.
d1 I think under the scoring system people will be treated with dignity and respect.
c1 I understand the rules and methods the scoring system uses to decide on my score.
t1 I understand how my behaviors impact my score.
t2 I think the mechanism the scoring system uses to calculate my score is fair.
pc1 I am able to influence the data that the scoring system considers to evaluate my score.
pc2 I am able to influence my score such that I am satisfied with it.
Leg
ob1 I feel a duty to comply with the behaviors that the scoring system promotes.
ob2 I think that complying with the behaviors the system propagates benefits everyone in the city.
na1 I generally support how the scoring system acts.
na2 The scoring system has the same sense of right and wrong as I do.
tr1 I can trust the scoring system to make the right decisions.
Manip
m1 In a person’s life, how important do you consider the decision to be admitted to a master’s program?
m2 In a person’s life, how important do you consider the decision to receive benefits in cultural institutions?

Table 3: Pre-survey questions before the experiment, measuring computer literacy (CL) and general privacy concerns (GPC).
Participants should indicate the extent to which they agreed with each statement, on a 5-point Likert scale.

Abbreviation Question
CL
cl1 I have good programming skills.
cl2 I have good knowledge of computer algorithms.
cl3 I can make use of programming to solve a problem.
cl4 I understand how my e-mail provider’s spam filter works.
cl5 I understand how Amazon recommends products for me to purchase.
cl6 A little bit of intuition is all that is needed to figure out how to use any new technology.
GPC
gpc1 I am concerned that personal data I leave online might be misused.
gpc2 I am concerned about providing information to online websites because of what others might do with it.
gpc3 I am concerned about providing information to online websites because it could be used in ways I cannot predict.
gpc4 I am concerned that others can find private information about me online.
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Table 4: Overview of direct effects (DE) and indirect effects (IE) of the structural equation model.

Bad outcome Criterion DE IE SE CI-low CI-high p-value
Subj. Privacy Harm −→ Favorability -0.47*** 0.09 -0.65 -0.30 <0.001

Proced. Justice -0.25 0.15 -0.55 0.05 0.109
Proced. Justice -0.28** 0.09 -0.44 -0.11 0.001
Legitimacy -0.01 0.08 -0.17 0.15 0.883
Legitimacy -0.49*** 0.11 -0.71 -0.27 <0.001
Compliance 0.03 0.03 -0.03 0.08 0.332

Favorability −→ Proced. Justice 0.59*** 0.13 0.33 0.85 <0.001
Legitimacy 0.54*** 0.12 0.30 0.77 <0.001
Compliance -0.06 0.05 -0.16 0.05 0.300

Procedural Justice −→ Legitimacy 0.92*** 0.06 0.81 1.03 <0.001
Compliance -0.10 0.09 -0.27 0.07 0.266

Legitimacy −→ Compliance -0.11 0.09 -0.29 0.07 0.265
Good outcome

Subj. Privacy Harm −→ Favorability -0.53*** 0.08 -0.68 -0.38 <0.001
Proced. Justice -0.64*** 0.08 -0.79 -0.49 <0.001
Proced. Justice -0.13** 0.04 -0.22 -0.05 0.002
Legitimacy -0.17** 0.06 -0.29 -0.05 0.009
Legitimacy -0.71*** 0.06 -0.83 -0.58 <0.001
Compliance 0.03 0.03 -0.02 0.09 0.284

Favorability −→ Proced. Justice 0.28** 0.08 0.13 0.44 0.001
Legitimacy 0.26** 0.08 0.11 0.41 0.001
Compliance 0.04+ 0.02 0.00 0.08 0.075

Procedural Justice −→ Legitimacy 0.81*** 0.05 0.71 0.92 <0.001
Compliance 0.15* 0.05 0.04 0.26 0.025

Legitimacy −→ Compliance 0.17** 0.06 0.05 0.28 0.024

Table 5: Correlation of manifest variables used in the structural equation model. ***: p<0.001, **: p<0.01, *: p<0.05.

b1 b2 b3 d1 na1 na2 ob2 tr1 f1 f2 sph1 sph2
b1
b2 0.71***
b3 0.64*** 0.59***
d1 0.66*** 0.61*** 0.64***
na1 0.68*** 0.63*** 0.60*** 0.62***
na2 0.55*** 0.59*** 0.45*** 0.49*** 0.61***
ob2 0.62*** 0.63*** 0.56*** 0.53*** 0.65*** 0.54***
tr1 0.60*** 0.67*** 0.59*** 0.57*** 0.70*** 0.65*** 0.57***
f1 0.43*** 0.38*** 0.42*** 0.36*** 0.48*** 0.33*** 0.40*** 0.44***
f2 0.38*** 0.35*** 0.33*** 0.31*** 0.41*** 0.32*** 0.39*** 0.37*** 0.65***

sph1 -0.44*** -0.42*** -0.37*** -0.37*** -0.43*** -0.39*** -0.48*** -0.45*** -0.38*** -0.47***
sph2 -0.49*** -0.46*** -0.49*** -0.48*** -0.55*** -0.37*** -0.43*** -0.49*** -0.31*** -0.28*** 0.57***
comp 0.07 0.06 0.06 0.07 0.09 0.12* 0.10 0.07 0.14** 0.10* -0.18*** -0.08
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Figure 4: Examples used to educate participants about the scoring mechanism.
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