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Abstract
Hate crimes, driven by biases against specific demographic groups,
harm not only individuals but undermine the security, trust, and
cohesion of entire communities. Accurately identifying such crimes
remains a significant challenge due to under-reporting, limited
training, and the complexity of determining bias motivations. In
this paper, we analyze the results of a text classification model
developed to improve the precision of hate crime statistics and
identification in Sweden. Empirical results indicate the model out-
performs traditional manual police classification of hate crimes,
achieving higher precision across various crime types and regions.
We further disaggregate performance to pinpoint persistent chal-
lenges and highlight categories where both human and machine
decision-makers struggle. While the model focuses on statistical
estimation rather than direct case-level decision-making, we dis-
cuss the broader implications of algorithmic transparency, account-
ability, and explainability. Ultimately, this research illustrates how
transformer-based neural networks can responsibly bolster the de-
tection and understanding of hate crimes, informing policies to
better protect vulnerable communities.

Content warning: This article includes direct quotations and de-
scriptions from hate crime reports, containing offensive language,
hateful symbols, and references to discriminatory actions.

CCS Concepts
• Applied computing→ Law, social and behavioral sciences; •
Computing methodologies→Machine learning; Natural lan-
guage processing; •Mathematics of computing→ Probability
and statistics.
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1 Introduction
Concerns about unfairness, irresponsibility, and opacity are im-
portant in most applications of AI but are profoundly significant
when applied to the criminal justice system. The stakes are particu-
larly high where such tools can influence decisions that materially
affect people’s lives, liberty, and rights. A wealth of research has
scrutinized AI applications within the criminal justice system, high-
lighting the potential for these technologies to perpetuate or even
exacerbate existing inequalities [1, 7, 17, 21, 97, 98]. Large-scale
failures have demonstrated systematic inaccuracies and biases in
various algorithmic and predictive tools from predictive policing to
individual criminal risk assessments [22, 30, 35, 50, 53, 58, 70, 98].
Despite these concerns, the rapid adoption of such tools by law
enforcement has continued, driven by a myriad of factors, including
the surge in AI capabilities, declining funding for law enforcement
and the justice system, and recent public scrutiny on the role of
policing [1]. It reflects an ongoing search for solutions that can
overcome resource limitations while delivering greater consistency,
impartiality, and efficiency in decision-making processes.

Hate crimes are criminal offenses committed with a bias motiva-
tion. These acts, driven by fear, prejudice, or hatred towards specific
demographic groups, not only harm individual victims but also im-
pact entire communities withwhich the victim identifies [48, 64–66].
Accurate classification of whether a crime was bias-motivated is
essential for effective law enforcement, allocation of resources, and
development of policies to prevent these offenses. However, hate
crimes are often under-reported and under-classified for various
reasons, including victims’ reluctance to report, lack of awareness
among law enforcement, and complexities of determining bias-
motivation [48, 64]. These challenges warrant investigation into
innovative methods that can enhance the accuracy and consistency
of hate crime identification.

The Swedish Brottsförebyggande rådet (Brå) [National Council
for Crime Prevention] plays a central role in compiling, analyzing,
and publishing public statistics on crime, including hate crimes. As
part of an ongoing effort to improve the identification and classifi-
cation of hate crimes, our research team has formed an academic
collaboration with Brå to explore how transformer-based neural
networks can be used in statistical estimation. Through this part-
nership, we seek to complement and strengthen Brå’s existing
procedures by leveraging machine learning tools that can assist
analysts and policymakers in achieving more reliable, timely, and
well-informed hate crime statistics.

In this paper, we aim to evaluate a responsible and efficient use
of AI in the criminal justice system by leveraging text classifiers to
improve hate crime classification in Sweden. Building on our con-
current work, which focused on statistical methods for estimating
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annual hate crime statistics [93], we extend the analysis to explore
the statistical, legal, and ethical implications of deploying such text
classification methods for hate crime classification and estimation.
Initially, this work was aimed at providing efficient estimates of
yearly hate crimes statistics from the highly imbalanced textual
data of police reports, while improving accuracy and minimizing
manual annotations. We now examine the broader implications that
would arise if this technique was deployed for both estimation or
classification of police reports, either by Brå or police. This preemp-
tive approach aims to anticipate and mitigate potential challenges,
ensuring that our methods are not only statistically sound but also
ethically responsible and legally compliant.

Considerable research has been dedicated to detecting hate speech,
particularly focusing on overtly abusive language found on social
media platforms and other digital channels [37, 56, 67, 72, 80]. How-
ever, our work differs from these studies in both objective and con-
text. We specifically classify official police descriptions of events
rather than identifying direct hateful language in user-generated
content. Additionally, many of these events involve hate-motivated
actions rather than direct speech.

To our knowledge, this is the first study to explore the legal
and ethical implementation of machine learning models for hate
crime classification. This paper represents a significant advance-
ment in developing innovative methods that demonstrate improved
accuracy, efficiency and consistency in crime classifications, while
mitigating legal and ethical concerns. Our paper aims to answer
three research questions (RQs):

• RQ1: How does police annotators compare to that of text
classification models?

• RQ2: Are there systematic biases with respect to crime code,
police region, or hate crime motivation?

• RQ3:What are the potential legal and ethical implications of
deploying this type of model in the criminal justice system?

Our primary contributions include:
• Text Classification Comparisons: We evaluate a transformer
model adapted to Swedish police reports, comparing it to
existing manual police annotations.

• Analysis of Misclassification Factors: We identify specific
sources of misclassification in police and model decisions,
highlighting how nuanced contexts, data sparsity, and nu-
ances in vocabulary affect model performance.

• Legal and Ethical Implications: We explore the legal and eth-
ical implications of deploying such models in the justice
system, emphasizing the need for robust safeguards even for
highly accurate models.

The paper is structured as follows. Section 2 introduces the
broader context and legal framework surrounding hate crimes in
Sweden. Section 3 details our data collection, concurrent work on
model development, and methods used for assessment. Sections 4.1
and 4.2 present our findings, focusing on performance comparisons
and systematic biases. Section 4.3 discusses the legal and ethical
considerations of deploying such a model in practice. Section 5
concludes.

2 Hate Crimes in Sweden
Sweden’s population with a non-European background has in-
creased markedly in recent decades, the populist far-right has
expanded its electoral base, and a concurrent increase in racial
and xenophobia-motivated crimes has made policing hate crimes a
salient issue [4, 6]. Despite Sweden’s prioritization of combating
hate crimes since the mid-1990s, ongoing challenges persist [38–
40]. Sweden has participated in the United Nations Human Rights
Council’s Universal Periodic Review (UPR) three times. In the 2010
and 2015 UPR, Sweden was criticized for the situation concerning
hate speech, bias-motivated crimes, and xenophobia and racism,
particularly hatred against Islam and towards Muslims [23, 24]. In
2020, the UPRWorking Group acknowledged considerable progress
but made sixty-one recommendations to combat racism and hate
crimes [25]. There is considerable need for enhanced knowledge
and more effective mechanisms to identify, investigate, and prose-
cute these offenses.

2.1 Legal framework for hate crimes
Sweden has four fundamental laws whichmake up the Constitution:
Instrument of Government, Act of Succession, Freedom of Press Act
and Fundamental Law on Freedom of Expression. Together with
Sweden’s ratification and incorporation of international rights con-
ventions, these laws protect free speech, expression, assembly, and
association [26, 83, 84]. These freedoms may be limited, especially
to prevent harm or hateful speech. Such limitations are exempli-
fied in Sweden’s legal provisions addressing hate crimes, which
include three specific offenses and a sentencing enhancement: (1)
agitation against a population group [82, Ch 16, § 8]; (2) unlawful
discrimination [82, Ch 16, § 9]; (3) defamatory crime of insulting
behavior [82, Ch 5, § 3]; and (4) a penalty enhancement provision
that designates hate motives as aggravating factors during sentenc-
ing for most criminal offenses [82, Ch 29, § 2(7)]. This provision
was introduced in 1994 to combat the rise of neo-Nazism and to
strengthen compliance with the International Convention on the
Elimination of All Forms of Racial Discrimination [85]. Since then,
the provision has expanded to protect sexual orientation [86], and
transgender identity or expression [88]. The penalty enhancement
provision states:

As aggravating circumstances when assessing penalty
value, in addition to what applies for each specific
type of offence, particular consideration is given to:
. . . 7. whether a motive for the offence was to insult
a person or a population group on grounds of race,
colour, national or ethnic origin, religious belief, sex-
ual orientation or transgender identity or expression,
or another similar circumstance; [82, Ch 29, § 2(7)].

Hate motives need not be the sole or primary motive behind
the offense; it may be one of several motivating factors [2]. Policy
documents and guidance has been issued by Polismyndigheten
[Police Authority], Åklagarmyndigheten [Prosecution Authority],
and Brå to aid actors in identifying, investigating, prosecuting, and
sentencing hate crimes.
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2.2 Hate crime assessment
Police rarely investigate motive in sufficient detail to uncover the
true reasons for a crime, meaning the bias motive of a hate crime
perpetrator may be difficult to identify. Without mechanisms to
identify, record, and investigate the bias motive, hate crimes risk
remaining undetected [64]. In the early 2000s, Stockholm police
started evaluating the use of a pop-upwindowwhen recording crim-
inal incidents to flag potential hate crimes [43, 44]. In these early
trials, the results showed “that there were no uniform practices in
how the police officers categorized crimes as hate crimes” [48]. In
2008, Polismyndigheten commissioned all Swedish police authori-
ties to introduce a marking for each police report as a suspected
hate crime or not, and also began developing routines and guide-
lines to improve hate crime categorization and registration [48, 71].
Since 2019, a pop-up reminds police offers to identify whether a
potential hate crime motive was present before submitting police
reports, including a short explanation of what constitutes a hate
crime [40].

The accuracy of police annotations of bias motive is low. It is
widely accepted that police-recorded crime data is often flawed [14].
The legal status of hate crime as an umbrella term for several types
of incidents and the corresponding lack of a dedicated crime code
within the Swedish offense reporting system makes it difficult for
police officers to make consistent interpretations of the hate crime
label. The ambiguity and complexity of hate crime classification
amplifies these concerns and has been identified as a source of
confusion in law enforcement agencies and error in national hate
crime statistics [63]. Hagerlid and Granström [40] identified several
studies that revealed incorrect interpretations of hate crime policies
and guidelines. For example, Atak [4] found that Stockholm police
officers believed the bias motive needed to be very clear and the
single motivating factor to meet the hate crime classification, which
is more restrictive than legal guidance [2]. Front-end officers and
investigators have been shown to lack basic knowledge and skills
regarding hate crime classification [38]. These inconsistencies can
lead to significant discrepancies in hate crime statistics and, more
crucially, in the proper handling and prosecution of these offenses.

2.3 Hate crime statistics
Brå is commissioned by the Swedish Government to produce hate
crime statistics. Given the lack of accuracy of the police reports,
Brå undertakes its own annotations of those flagged incidents and
assigns hate crime experts to reannotate the police reports. In 2009,
Brå published the results of its first comparison between its rean-
notated reports and the classifications made by Polismyndigheten:
only classifications in 5% of cases were the same between the two au-
thorities [10]. Since then, large educational efforts have attempted
to improve the understanding of the hate crime label [40, 48]. In
2020 and 2022, police tagged 6300 and 4800 reports as hate crimes,
respectively; Brå concluded that 54% and 56% of those police re-
ports were actually hate crimes [11, 54]. While police accuracy has
significancy improved over time, it remains insufficient for Brå to
solely rely on police report classifications for hate crimes statistics.

The accuracy of “official statistics” is mandated by Swedish
law [89], although hate crime statistics do not have such accredita-
tion. Obtaining official statistics accreditation in Sweden is crucial

because it guarantees the objectivity, quality, and accessibility of
data that inform public understanding, policy decisions, and gov-
ernment decision-making [89]. One reason is the variability in how
hate crimes are identified and recorded [48], coupled with evolving
methodologies. There is an ongoing effort to refine these processes
with the aim of fulfilling the requirements for official statistics ac-
creditation.1 Challenges in crime statistics exist internationally;
for example, UK police recorded crime data lost its official accredi-
tation in 2014 due to concerns about the integrity and quality of
reports [14, 42, 92]. Even without official status, hate crime statis-
tics serve important purposes, contributing valuable knowledge to
research, fulfilling international obligations to report hate crimes,
and providing a foundation for prevention, identification, and pros-
ecution of these offenses [54]. Manual annotations for hate crimes
is time-consuming. Without being able to rely on the police’s initial
hate crime annotation, Brå experts must review tens of thousands of
police reports and given the complexity of hate crime classification,
discuss difficult cases among multiple expert annotators. Therefore,
current methods depends fully on the police annotations.

Hate crime laws exist in several countries, primarily across North-
ern America and Europe, but these laws “differ remarkably from
country to country with respect to the specification of protected
groups, treatment of hate speech, legal standards for establishing
bias motivation, and utilization of hate crime statutes in criminal
prosecutions” [79]. Despite differences in legal frameworks, many
of the challenges of identifying and enforcing hate crime laws iden-
tified here “are not unique to Sweden, with international research
instead showing that these are pervasive challenges that have come
to characterize the implementation of hate crime law in many coun-
tries” [see 40, citing [15, 41, 49, 55, 94, 95]]. The need to overcome
these challenges has international importance.

2.4 ML-based hate crime classification
In concurrent work, we developed a machine learning model for
classifying hate crimes in Swedish police reports [93]. Our approach
does not use general-purpose large language models (LLMs) due to
the sensitive data-constraints and the lack of compute infrastruc-
tures for Brå to run LLMs locally. We briefly summarize the model
development and results. First, a Swedish roBERTa model [57] was
adapted to the specific linguistic domain of police reports through
additional unsupervised pre-training. Second, the model was fine-
tuned on a supervised classification task that distinguishes whether
a police report has a hate-crime motive or not.

Once trained, the model was evaluated on the held-out test set of
2022 police reports, comparing its classification outputs to ground-
truth labels from Brå experts. Only a subset of the 2022 data had
verified hate-crime annotations, so the F1-score was estimated us-
ing random sampling. In the Brå-labeled subset of 2022 reports,
the model reached an F1-score exceeding 90%. Extrapolating to
the full population of 2022 reports, the results show that a trans-
former model is better at classifying hate crime than manual police
annotations [see results in 93].

1Discussions with Brå Hate Crimes Division (December 2024).
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3 Data and Methods
3.1 Data
Available data consists of all Swedish police reports filed between
2007-2022 and was supplied by Brå. In addition to the text of the
police report describing the crime, data contains the crime code,
municipality code, and police region codes. For the police reports
determined by Brå to contain at least one hate crime motive, there
is also information on the type of hate crime, the relationship status
between the victim and perpetrator, and the type of environment in
which the potential crime took place (e.g., domestic, public space,
online). We regard these Brå annotations as “gold standard”. Brå’s
hate crime annotators are subject-matter experts with relevant
higher-education (i.e., degrees in law, criminology, sociology), have
extensive annotation guidelines, formal processes for reviewing
police reports and collectively resolving more uncertain or complex
police reports.

In total, there are 21.6 million police reports, of which 52,000
are determined to be hate crimes and 61,000 were classified as not
having a hate crime motive by Brå experts. The type of hate crime
is categorized into four high-level categories (Figure 1a), and then
with further subdivisions (Figure 1b and 1c). The subcategories
have changed over time, because of changes in law and changes in
methodology. As mentioned above, sexual orientation was added
to the hate crime definition in 2002 and transphobia was added in
2008. Brå have changed methodology in recording subcategories for
several reasons; for example, prior to 2014 anti-Sámi hate crimes
were recorded as xenophobia but it is now recorded separately
to increase focus on the issue. In 2020, a major revision of the
methodology was made, in which the sample for expert annotation
was based on the initial classification made by the police instead
of a keyword search, so the statistics from 2020 and after are not
directly comparable with the preceding years.

(a) Totals (b) Anti-Sámi (c) Transphobic

Figure 1: (a) Bar chart of confirmed hate crimes in 2020 versus
2022, grouped into four main categories: xenophobic, reli-
gious, LGBT-related, and other. (b) Timeline of confirmed
anti-Sámi hate crimes. (c) Timeline of confirmed transphobic
hate crimes. Note that the methodology changed in 2020, so
comparisons across the two time periods should be made
with caution.

3.2 Bias and error analysis
We have established that the text classification model appears to
outperforms police classifications [93]. This paper aims to evaluate
the performance disparities between the model, police classifica-
tions, and Brå ground-truth annotations. By examining specific

instances of misclassification and systematic biases, we seek to
uncover the contextual or structural factors that cause either the
police or model to deviate from Brå’s expert annotations.

In Section 4.1, we assess these discrepancies by reviewing a sam-
ple of police reports to identify patterns contributing to misclassifi-
cations or inconsistencies. The subsets of police reports, outlined in
Table 1, fall into four categories: (1) reports that the model classifies
as hate crimes, but the police do not, (2) reports classified by the
model as not hate crimes that are mostly accurate according to
Brå annotations, (3) reports the model inaccurately classifies as
hate crimes, (4) reports the model inaccurately classifies as not hate
crimes. From each of these four categories, we randomly sampled
police reports for in-depth analysis to better understand the nature
of these discrepancies and the limitations of the model in specific
contexts. We excluded two scenarios where no discrepancies occur:
where Brå, police, and model all classify a report as a hate crime,
and where neither the police nor the model classifies a report as a
hate crime.

In Section 4.2, we examine the distribution of classification er-
rors systematically across three dimensions: crime codes, police re-
gions, and hate crimemotivation categories. By identifying whether
certain categories systematically experience higher rates of mis-
classification, similar to approaches in algorithmic fairness litera-
ture [47, 59], we aim to detect potential disparities that may rein-
force or exacerbate existing biases. Additionally, we fit a logistic
regression in which the outcome 𝑦 is correct or incorrect classifica-
tion relative to Brå’s ground-truth labels (Appendix B).

4 Results and Discussion
4.1 RQ1: How does police annotators compare

to that of text classification models?
To evaluate the text classification model, we analyzed a random
sample of police reports to compare its performance to the police
and Brå annotations in the different categories outlined in Table 1.

4.1.1 Category 1: Which police reports are classified as hate crimes
by the model but not classified as hate crimes by the police? We
manually reviewed a random sample of 100 police reports from the
6,568 police reports in this category where the police did not tag
reports as hate crimes but the model did classify as hate crimes.
Since Brå only reviews police reports that are flagged as potential
hate crimes, there are no Brå annotations for these reports. In
our evaluation, we noted our own classification of whether they
would likely be true or false hate crimes. In our view, 35 police
reports would be hate crimes, 52 would not be hate crimes, and 13
were unclear. We aim to understand the instances where the model
identifies potential hate crimes that may have been overlooked by
the police and why they may have been missed.

Several reports contain indicators of hate that the model likely
identified. For example, at least 50 of the reports contained homo-
phobic, racial, and anti-Semitic slurs. The model relies on slurs
to classify incidents as hate crimes. An illustrative flagged report
contained the word “dumskalle”, which translates to “dumbhead”.
Although “dumskalle” itself is not a slur, the suffix “-skalle" can
be combined with other adjectives to form slurs in Swedish. For
instance, “svartskalle” (“blackhead”) is a derogatory term used to
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Table 1: Categories for Review: The table illustrates how the model’s classifications compare to the police and Brå classifications.
“HC” refers to a hate crime label, and “Not HC” refers to a not hate crime label.

Police & Brå Classification
Police: Not HC Police: HC & Brå: HC Police: HC & Brå: Not HC

Model
Classification

HC
Category 1

No Brå annotations for
non-flagged reports.

True Positive
Accurate classification, not

analysed further.

Category 3
False Negative

Inaccurate classification as
HC.

Not HC
N/A

No Brå annotations for
non-flagged reports.

Category 4
False Positive

Inaccurate classification as
not HC.

Category 2
True Negative*

Mostly accurate classification.
*Brå annotate 19/20 not HC.

target dark-skinned individuals, especially immigrants. Another
report was flagged by the model that included the term “svart” in
isolation. In our view, neither of these reports would be classified
as hate crimes. Examination of the transformer model’s vocabu-
lary revealed that ##skalle is present and consequently, the model
may partially recognize the “-skalle” in association with hateful
or bias-related language. To test the effect of including the suffix
“-skalle”, the police report containing “dumskalle” was reclassified
with the suffix removed, while keeping all other tokens unchanged.
The prediction changed from hate crime (estimated probability =
0.64) to not hate crime (estimated probability = 0.95). This suggests
that including “-skalle”, even in a non-slur context, increases the
likelihood of classification as a hate crime.

In this case, the model erred by inferring potential hate speech
where none existed. This example underscores how sub-word to-
kenization can contribute to false positives. Additionally, graffiti-
related incidents are overrepresented among the reports flagged by
the model. In particular, certain words or symbols associated with
graffiti and vandalism included terms like “hate”, “JEW”, and the
swastika symbol. The model also identified threats against minority
groups and dissemination of extremist materials. It is unclear why
these incidents might have been missed by the police. Although
we do not have Brå’s annotations, it is highly likely that several of
these reports should have been flagged as hate crimes based on the
presence of hate-related language and symbols.

4.1.2 Category 2: Which police reports are classified as not hate
crimes by the model and are mostly accurate according to Brå’s expert
annotations? We manually reviewed a sample of 50 police reports
from the 1,938 instances that the police tagged as hate crimes but the
model classified as not hate crimes. Brå annotations confirm that 46
out of 50 police reports were not hate crimes in agreement with the
model meaning these are true negatives (and police false positives).
These reports related to threats, assaults, graffiti, vandalism, and
property damage but lacked definitive bias-related indicators. In
many cases, the police may have been influenced by surface-level
cues such as the presence of political references to “Antifa”, “long
live PKK” (Kurdistan Worker’s Party) and the Swedish Democrats,
that were included in these reports. Many of these police reports
were graffiti, vandalism or other property damage where police may
have interpreted certain elements, such as symbols or expressions,
as hatemotivation. In instanceswhere overt hate-related termswere
absent, the model consistently refrained from labeling the incident

as bias-motivated. Some reports included minimal or vague textual
descriptions, providing insufficient evidence for a hate classification.
The review of these true negatives highlights that the model not
only provides a more precise baseline for detecting hate crimes in
police reports but also effectively filter non-hate cases within the
pool of reports initially tagged as hate crimes. Such improved initial
filtering could streamline annotation procedure, allowing human
annotators to focus their efforts on cases more likely to involve
genuine bias motivations.

4.1.3 Category 3: Which police reports are classified as hate crimes
by both the police and the model but are not classified as hate crimes
by Brå’s expert annotators? We manually reviewed a sample of
50 police reports that were identified by both the police and the
model as hate crimes, which Brå’s expert annotators concluded
were not hate crimes. In 2022, the police flagged 2,093 false positive
reports. Generally, these police reports reveal that the police and
model consistently predict hate crimes in cases involving explicit
and derogatory language, provocative acts, and specific keywords.
Such tendency to over-classify certain incidents as hate crimes is
potentially due to the reliance on inflammatory language in threats,
defamation, and harassment. Certain words and expressions such
as “hitler”, “terror”, “nazi”, “allah akbar”, “immigrant”, “nigger”, and
“fucking lesbian bitch” appear to trigger these classifications, even
when context or legal definitions may not support a hate crime des-
ignation. In one example, harassment of disabled persons, including
using the terms “faggot” and “whore”, was flagged by police as a
hate crime. While the targeted derogatory language aligns with
hate crime patterns, disability is not included as a protected char-
acteristic under legal definitions of hate motives, leading to Brå’s
exclusion of this case. Interestingly, one police reports included the
text “might be hate crime”; it is likely this resulted in the incorrect
classification by the model.

False Positive Example: Burning the Quran. Out of 50 of these
police reports, 12 involved the burning of the Quran. Both the police
and model consistently flagged these as hate crimes, but Brå’s an-
notators concluded otherwise. It suggests a systematic discrepancy
in interpreting actions targeting religious texts. There has been a
significant number of protests in Sweden involving the burning or
destruction of the Quran [9, 90]. It is still likely that this number is
overrepresented in the data, given that each incident could generate
multiple police reports. At face value, it might seem surprising that
not only has Brå confirmed these incidents are not hate crimes,
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but police have repeatedly granted permission for these protests.
It is not that these incidents have not raised legal and security
concerns [9, 69]; rather, it highlights the strength of freedom of
expression protections under Swedish law [76]. Sweden’s Consti-
tution contains strong protections for the freedom of expression.
In Sweden, “freedom of expression thus has a peculiar role as a
superior human right. In legal cases, there is often a presumption
in favour of protecting freedom of expression over other interests
or values–such as privacy or honour” [76]. In the context of Quran
burning, the offense of agitation against a population group has
been considered but, in many cases, these protests are understood
as expressing opinions on the Islamic religion not as an attack on
the Muslim population as a group [82, Ch 16, § 8]. However, if a
protest includes additional hatred or incitement towards a racial or
ethnic group it is likely to rise to the hate crime definition.

4.1.4 Category 4:Which police reports are misclassified by themodel
as not hate crimes but are classified as hate crimes by Brå’s expert
annotators? We evaluated 50 police reports where the model failed
to classify certain police reports as hate crimes, despite Brå’s expert
annotators finding evidence of bias. In 2022, the police flagged 4,800
reports as hate crimes. Brå identified 2,784 of those reports as police
false negatives, and we identified 195 of those reports as model false
negatives.

Nonetheless, these 195 model misclassifications highlight areas
where the model’s detection capabilities can be enhanced, particu-
larly in capturing subtle signals of hate motivation that it currently
overlooks. Three of these police reports involved hate crimes tar-
geting the Sámi.

False Negative Example: Hate crimes against Sámi. The Sámi are
an indigenous people of northern Scandinavia and Russia, and one
of Sweden’s five national minorities. The Sámi culture and lifestyle
is diverse, encompassing groupings such as the forest Sámi, coastal
Sámi, mountain Sámi, Skolt Sámi and Kola Peninsula Sámi [36].
Even the Sámi language has existed in many varieties [61]. The
dominant public perception that Sámi culture is uniform and prac-
ticed primarily by nomadic reindeer herders is a misconception [36].
From the 17th century onward, state and church policies imposed re-
strictions on the Sámi’s freedom of religion and movement [61]. By
the 20th century, existing Sámi resistance to the state was strength-
ened in response to racial biology and forced assimilation [61]. In
1977, the Sámi gained the status of an indigenous people, and in
2011, they were recognized in the Swedish Constitution [83, Ch 1,
§ 2]. While there is no precise figure for the Sámi population, the
Sámi Parliament’s electoral roll had 9,200 registered voters in 2021,
and the population is Sweden is commonly estimated as between
20,000 to 40,000 people [91].

Hate crimes against the Sámi occur in many different environ-
ments with varying severity. Police reports frequently describe
racist insults and threats, as well as crimes related to Sámi rein-
deer herding, including property vandalism and the killing of rein-
deer [12]. These incidents often represent retaliatory acts against
Sámi rights, and it is common for victims to know the perpetrators,
as such offenses frequently occur in smaller communities [12].

We identify three primary reason for these model false negatives
on anti-Sámi hate crimes. First, there is only a small number of
anti-Sámi hate crimes in our training sets (67 recorded between

2014–2022). Before 2014 hate crimes against the Sámi were not
coded separately [12], any prior incidents may have been recorded
in the general category of xenophobia. This under-representation
likely hinders the model’s ability to learn and recognize patterns
specific to hate crimes against the Sámi. Second, some of the most
common phrases used against the Sámi are not hateful slurs in
isolation; the context in which they are used is often needed. The
term “Lapp” translates to “patch” or “note” in Swedish, but was
originally used to describe the Sámi people’s traditional patchwork
clothing and the region “Lappland”. When used to refer to or about
the Sámi people, it can be viewed as derogatory. It is more frequently
used in conjunction with other offensive terms; Brå reports that
“ ‘Lappjävel’ [‘Lapp bastard’] is by far the most common phrase used
according to interview participants and police reports”, as well as
“Lapp-” or “same-” used alongside other slurs [12]. Another example
is the term “renknullare”, which translates to reindeer [ren] -fucker
[-knullare], is sometimes used as an expression aimed at Sámi
men [12]. These terms are difficult to capture the extent of context
that renders these derogatory or hateful expressions against the
Sámi. Third, beyond hateful language, a common and unique form
of hate crime against the Sámi involves the deliberate targeting of
reindeer in Sámi areas. Perpetrators may attack reindeer, believing
that the Sámi’s reindeer herding rights limit their own land use [12,
68]. Such actions are significant as they directly impact the Sámi’s
traditional livelihood and cultural practices. The nature, context,
and language in these hate crimes are unique from many other hate
crime motivations, and are likely challenging for the model.

4.1.5 Summary of classification issues.

Police classification issues. Police officers may exhibit variability
in their classifications due to individual differences in experience,
training, personal judgment, and cognitive bias. However, the police
may exhibit higher validity due to their ability to interpret complex
contexts, nuances, and implicit meanings within their interactions.
Several factors contribute to the high rates of classification errors
in police hate crime annotations.

First, errors may arise from human error, including simple mis-
takes, bad report writing habits, and software errors [62]. There are
approximately 1.5 million police reports filed every year in Sweden,
it can be expected that some reports are mistakenly flagged. Also
police may lack adequate knowledge to correctly classify this am-
biguous category of crimes [63]. Research indicates some Swedish
police have often adopted an overly narrow approach to hate crime
classification [4, 40].

Second, conscious or unconscious biases among police officers
may influence both the decision to report an incident as bias-
motivated and the language used to describe the details in their
reports. For example, officers may unintentionally downplay the
significance of certain incidents due to personal prejudices, societal
stereotypes, or lack of awareness of the impact on minority com-
munities leading to under-classification of hate crimes [4, 29]. Such
biases can affect the accuracy and consistency of hate crime report-
ing, potentially obscuring the true prevalence of these offenses.

Third, political pressures may impact police classifications of
hate crimes. Officers might face external influences regarding when
to enforce hate crime statutes, affecting their decision-making pro-
cesses [4, 5, 52]. For instance, Jacobs and Potter [46] argue that
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police officers’ “unique responsibility for deciding whether par-
ticular crimes ought to be labeled ‘bias related’. . . complicates and
contributes to the politicization of police operations”. Such politi-
cization may result in some officers deliberately downgrading par-
ticular crimes to reduce the hate crime rate [62].

While human annotators bring valuable contextual understand-
ing and judgment to the task of hate crime classification, they are
not immune to individual biases and variability. The discrepancies
observed between police classifications and Brå’s expert annota-
tions suggest that subjective interpretations lead to inconsistent
identification of hate crimes.

Model classification issues. Our model achieves a significantly
higher precision overall. However, the model does exhibit limita-
tions that contribute to a higher number of false positives. Over-
classification likely results from the model’s sensitivity to certain
language patterns strongly associated with hate crimes in the train-
ing data. The model may over-rely on keywords or phrases that
frequently appear in hate crime tagged police reports. It does not
demonstrate deeper contextual understanding for semantic analysis
of some police reports. The model has a low false negative rate.
However, there are a few instances concerning under-represented
groups or less common hate crime expressions where the model
has misclassified. Limited data on certain types of hate crimes can
result in poor generalization on police reports that differ from the
dominant patterns. While the model’s performance in annotating
hate crime motives is strong within the subset of flagged cases–
surpassing police classification accuracy in that specific context–it
is important to acknowledge uncertainties in measurement. Unob-
served false negatives, sampling variation, and the inherent diffi-
culties in reliably estimating the F1-score across the entire dataset
introduce some caution. Thus, although the model shows promise
and often outperforms the police in identified scenarios, its overall
superiority must be interpreted with an understanding of these
limitations and potential underestimations of its error rate.

4.2 RQ2: Are there systematic biases with
respect to crime codes, police region, or
category of hate crime motivation?

We examine the distribution of errors across crime code, police
region, and hate crime motivation categories for the year 2022.

4.2.1 Crime codes. We examined the precision of the police and
model across different crime codes. Crime codes are used across
the justice system to facilitate uniform and reliable registration of
crimes by authorities and for official statistics [13]. There are 16
crime codes across 6 broader categories with at least 100 occur-
rences in the dataset (see Appendix A).

Figure 2 illustrates the precision of the police and model in clas-
sifying hate crimes for various crime codes. Precision is defined
as the proportion of police and model predicted hate crimes that
were also confirmed as hate crimes by Brå for each crime code. For
example, for police reports marked as hate crimes for the crime
related to harassment (9436), the police achieved a precision of 72%;
whereas, the model achieved a precision of 95%. Across almost all
crime codes, the model precision was considerably higher, with one
notable exception. As explained in Section 2.1, agitation against

Figure 2: Proportion of cases by crime code identified as hate
crimes by police (left) and the model (right), and confirmed
by Brå expert annotators. Note that the x-axis for the model
begins at 0.8.

a population group (1604) is one of three specific hate crime of-
fenses [82, Ch 16, § 8]. Such offense did not see a clearly improved
performance between the police (92.9%) and the model (94.0%) pre-
cision; by definition it is a hate crime so classifying it as a hate
crime is straightforward for police and model.

4.2.2 Police regions. In addition to crime codes, we analyzed the
distribution of errors made by both the police and the model across
different police regions in Sweden. Sweden is divided into seven
organizationally different policing regions: Nord [North], Mitt [Cen-
tral], Stockholm, Öst [East], Väst [West], Syd [South], and Bergsla-
gen. We aim to identify potential differences in the reporting prac-
tices and systematic errors in police annotations across these re-
gions. Unlike research in hate speech detection, we define this bias
category based on geography and policing structures not for differ-
ences in speech, such as varying dialects [74], or social stereotypical
language groups [27].

Police precision does vary across region, with the Stockholm
region exhibiting a slightly lower precision compared to other re-
gions. Specifically, the police in Stockholm have a higher rate of
cases flagged as hate crimes that are not corroborated by Brå’s
annotations. Model precision was higher overall than police preci-
sion, but still had variation across police region. Stockholm equally
had lower model precision. While research has shown that the
Stockholm police have previously taken an approach that is more
restrictive than legal guidance [2, 4], it may be that the substan-
tially larger sample size in Stockholm may contribute to the lower
precision, potentially due to a higher diversity of cases or increased
complexity in urban settings.

To systematically assess whether crime code and region influence
classification outcomes, we employed a logistic regression model
(Appendix B). Classification performance varies significantly across
regions, with Stockholm police showing generally lower accuracy.
A similar but less pronounced effect is observed for the model,
indicating that there is likely more difficult cases in the Stockholm
region. It is important to note that our findings do not necessarily
reflect a systematic regional bias but rather may be an artifact of
specific case distributions in 2022. One likely explanation is the
difficulty of assessing certain incidents that were more prevalent in
Stockholm during 2022. A significant number of Quran-burnings
and related riots took place in Stockholm that year [51], which we
have shown are more challenging for both the police and model to
classify (Section 4.1.3).

201



FAccT ’25, June 23–26, 2025, Athens, Greece Sargeant et al.

(a) Police Precision

(b) Model Precision

(c) Model Hate Crime Type Precision

Figure 3: Precision of police (a) and model (b) by police re-
gion. (c) Proportion of police reports classified by Brå as hate
crimes that the transformer model predicted correctly. Num-
bers on top of bars indicate number of observations.

4.2.3 Category of hate crime motivation. The category of hate
crime motivation is also recorded to distinguish the demographic
subject to the incident. We identified the proportion of actual hate
crimes that the model accurately classified across several dominant
hate crime categories (Figure 3). However, we do not present a
similar breakdown for police classifications, primarily because we
lack Brå annotations for incidents the police did not label as hate

crimes. As a result, direct comparisons by hate crime motivation
category are not feasible for the police data.

As identified in Section 4.1.4, the model has a higher false nega-
tive rate for anti-Sámi hate crimes, likely due to a lack of contextual
understanding fromminimal training data. Another example shown
by this analysis is the lower performance of the model with respect
to transphobic hate crimes. Brå has been recording hate crimes
against transgender identity or expression since 2008, although
there are only 511 confirmed instances in our training data, there-
fore there are fewer incidents of transphobic hate crimes compared
to other categories.

These findings reinforce that classification challenges are not
uniform. Certain crime codes are consistently harder to accurately
identify as hate crimes for both the police and model. The presence
of these difficult categories highlights the importance of context-
sensitive interpretation and the need for richer data sources.

4.3 RQ3: What are the potential legal and
ethical implications of deploying this model
in the criminal justice system?

4.3.1 Distinguishing statistical estimation from policing classifica-
tion. Before deploying text classification models to address hate
crimes in the criminal justice system, it is critical to clearly de-
fine the intended purpose and expected benefits [75, 78]. Our find-
ings show that the model often outperforms police classifications
in hate crime identification. In such statistical estimation scenar-
ios, where aggregate patterns rather than individual cases drive
decision-making, the risk of infringing individual rights is rela-
tively low. The primary ethical and legal considerations revolve
around ensuring data protection and transparency of overall met-
rics rather than risks of individual classifications. Stakeholders
may be primarily interested in the overall accuracy, stability, and
representativeness of the estimations. The model’s superior pre-
cision can help Brå allocate resources more effectively, identify
under-reported hate crimes, and inform policy deliberation without
directly affecting due process for individual suspects or victims.
The use of such tools could also help government decision-makers
analyze the limitations of Swedish hate crime law and its enforce-
ment, leading to improved policymaking and potential law reform.
It can also reduce manual workload for police officers and Brå, and
offer a consistent and objective decision-making tool [60].

However, the stakes rise considerably if this approach were
adopted for classifying individual hate crime cases in front-line
law enforcement. When individual investigative or prosecutorial
decisions hinge on whether a crime is classified as hate-motivated,
every misclassification can carry real-world consequences. Such
deployment should be driven by a demonstrated need to enhance
justice and effectiveness, rather than merely seeking efficiency
gains [75, 97].

4.3.2 Balancing efficiency with procedural fairness. Although greater
accuracy in hate crime classification can significantly improve the
allocation of resources and the overall effectiveness of the justice
system, even minor classification errors in an operational policing
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context may produce disproportionate harm. To illustrate how er-
rors in model classification can undermine these aims, we consider
two case studies: false positives and false negatives.

False positives: Burning the Quran. Consider a scenario in which
the model incorrectly labels the burning of the Quran as a hate
crime, even though the incident does not meet the legal threshold
for bias motivation. Such a false positive misclassification risks
unjustly affecting the accused by altering both the substantive and
procedural dimensions of the case. Substantively, identifying an
offense as bias-motivated can influence the severity of sentencing
or raise its legal seriousness (Section 2.1). Procedurally, the designa-
tion may determine whether the case is handled by specialized hate
crime investigators or prosecutors, potentially diverting limited
resources away from other cases. If such errors cluster in certain
regions or offense types, they further entrench inconsistencies in en-
forcement and potentially erode public trust in both the technology
and broader law enforcement institutions.

False negatives: Hate crimes against Sámi. On the other hand,
false negatives, such as failing to identify anti-Sámi hate, high-
light the parallel danger of overlooking genuine bias incidents.
Missing a true hate crime denies victims the protections, acknowl-
edgment, and targeted investigative efforts they deserve. It also
distorts the broader view of bias-motivated offenses, thus impeding
informed policy responses and contributing to the under-protection
of already marginalized communities. A model that systematically
under-detects certain forms of hate crime, whether due to sparse
training data or implicit biases, undermines its promise of efficiency
by perpetuating inequalities and weakening societal confidence in
both technology and law enforcement institutions. High false neg-
ative rates in specific hate crime categories may reflect resource
gaps or deeper data quality issues, as well as embedded biases in
detection and classification processes. Such systematic inaccuracies
pose risks of broader inequality in the application of these tools, an
especially critical concern given that prosecutors and judges may
also fail to identify hate-motivated aggravations [40].

4.3.3 Aligning with existing legal frameworks.

Data privacy and security. Using crime reports, particularly those
documenting hate incidents, necessarily involves handling sensitive
personal data. According to the General Data Protection Regula-
tion (GDPR) and Swedish guidelines, personal data pertaining
to criminal justice can typically only be processed by official au-
thorities [33, 45]. Brå, Polismyndigheten, and Åklagarmyndigheten
function as official authorities, ensuring compliance with legal re-
strictions. Technical safeguards further mitigate the risk of data
leakage. One key strategy we employed is to build on pre-trained
encoder models rather than training from scratch [16, 28], limiting
the introduction of personal details into model weights. These mea-
sures maintain compliance with data protection frameworks and
foster trust in law enforcement institutions.

Discrimination. The legal framework on hate crimes includes
the criminal law prohibition of unlawful discrimination by certain
persons, including business operators or employees, public officials,
or organizers of public events [82, Ch 16, § 9]. Discrimination is

also prohibited in civil law that applies to employers, organiza-
tions, and education institutions, private and certain public service
providers [87]. However, not all public activities fall within these
prohibitions; in particular, law enforcement authorities fall outside
the regulated areas [3, 19]. A 2021 government inquiry proposed
amending the Discrimination Act to prohibit discriminatory po-
lice measures [3, 19]; however, the proposal has not been enacted.
While hate crime classification sits at the intersection of criminal
and anti-discrimination law, current legal frameworks do not re-
quire non-discrimination in police practices. Despite the absence
of a formal legal mandate requiring non-discrimination in police
practices, ensuring fairness and legitimacy remains critical, particu-
larly where hate crime classification may directly affect how crimes
are investigated, prosecuted, and perceived. If an automated model
systematically misclassifies particular communities (e.g., the Sámi)
or wrongly flags certain demographic groups at higher rates (e.g.,
Muslims), it could break principles of non-discrimination. These
risks underscore the importance of robust oversight, stakeholder
engagement, and ongoing monitoring to prevent the exacerbation
of inequalities through algorithmic tools.

Procedural rights. Fundamental procedural justice rights are pro-
tected in the Swedish Constitution [83] and guaranteed under the
European Convention on Human Rights [26]. Every individual re-
tains protection from unlawful or arbitrary arrest or detention [26,
Art 6; 83, Art 8] and a right to a fair trial [26, Art 6; 83, Art 9],
underscoring the risks posed by potential misclassifications in auto-
mated systems. If a model were to incorrectly flag an individual in
a hate crime investigation, it could lead to unwarranted suspicion,
thereby affecting the presumption of innocence–a cornerstone of
fair trial standards [8, 26]. If these misclassifications were to enter
the public domain, the perceived guilt of the accused may be ampli-
fied prematurely, further undermining due process before any legal
determination is made [8]. Moreover, automation bias can reinforce
these errors, as human operators tend to trust machine-generated
outputs as more authoritative or objective, thereby reducing the
likelihood of meaningful review [20, 81].

EU AI Act. The European Union’s AI Act introduces new reg-
ulations for AI applications based on their risk profiles [34]. It
designates certain AI systems as high-risk, requiring heightened
obligations and oversight. AI systems used by law enforcement
authorities are listed as potential high-risk AI system [34, Annex
III(6) pursuant to Art 6(2)]. However, there are some situations
in which an AI system listed in Annex III may not be considered
high-risk where it “does not pose a significant risk of harm to the
health, safety or fundamental rights of natural persons, including
by not materially influencing the outcome of decision making”,
including if it is “intended to perform a narrow procedural task”
or “intended to detect decision-making patterns or deviations from
prior decision-making patterns and is not meant to replace or influ-
ence the previously completed human assessment, without proper
human review” [34, Art 6(3)]. Even if a provider believes their AI
system should not be classified as high-risk, they are required to doc-
ument its assessment and register the system [34, Art 6(4)]. A model
for hate crime classifications, in some applications, could meet the
definition of a high-risk system. The central concern is whether the
system materially influences or replaces human decision-making
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in ways that affect suspects’ or victims’ fundamental rights. Based
on our observations in this paper, efficient and responsible use
of such model would not displace or dilute the responsibility of
law enforcement and should serve the narrow procedural task of
flagging police reports that may be hate crimes.

Transparency and explainability. If the model were to evolve
from a statistical estimation tool into a practical mechanism for
classifying individual hate crime cases, transparency and explain-
ability concerns become much more pronounced. In an operational
context, both the users and those subject to the model classifica-
tions should be able to understand how classifications are reached.
Under the GDPR, individuals have a right to an explanation if they
are subject to automated processing which produces legal or sim-
ilarly significant effects [33, Art 15, 22; 31, 32]. Even if a human
participates in the procedure, it is solely automated processing if
they are unable to “influence the causal link between the automated
processing and the final decision” [31]. In our view, such models
should not be used without meaningful human oversight. While
the model may be “black-box” in nature, stakeholders are still likely
to have sufficient understanding of a tool’s mechanisms so that
accountability for decisions remains firmly with human actors and
post-hoc analysis can improve interpretability [73, 96, 97]. If well
executed, the ability to scrutinize the model and its classifications
may lead to more robust police accountability. Transparency and
explanations of decisions are also necessary for procedural justice,
which requires individuals to understand the reasons behind deci-
sions that affect them in order to ensure that affected individuals
are in a position to challenge those decisions [18, 77]. It is partic-
ularly important given hate crime victims are often marginalized
members of society and both are “more likely both to experience
hate-motivated violence and to experience discrimination at the
hands of the police” [19, 29]. Accuracy alone will not suffice; all
stakeholders should be able to meaningfully understand and scruti-
nize how decisions are made.

5 Conclusion
This paper evaluates a model for text classification that improves
hate crime detection relative to manual police annotations. By
reviewing specific misclassification cases–such as incidents involv-
ing the Sámi or Quran burnings–we illustrate how data sparsity,
contextual nuances, and cultural sensitivities can challenge text
classification methods. By systematically analyzing the legal and
ethical implications of such a model, we have highlighted the impor-
tance of robust oversight, transparency, and accountability. With
continued refinement and careful integration of domain expertise,
we believe machine learning methods can help build fairer, more
consistent processes for identifying complex crimes, such as hate
crimes, in the criminal justice system.
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A Crime codes with at least 100 occurrences of police reports tagged as hate crimes in 2022
There are 16 crime codes that appeared in at least 100 police reports tagged as hate crimes in 2022. These can be grouped into 6 types of
crimes under the Swedish Criminal Code: assault, unlawful threats, molestation (harassment), defamation, damage to property offenses,
offenses against public order [82].

Count Code Swedish Description English Translation

708 1604 Hets mot folkgrupp Agitation against a population group
561 1209 Skadegörelse, övrigt klotter Damage to property, other graffiti
100 9458 Ofredande, mot kvinna 18 år eller äldre, är eller har varit bekanta

genom annan slags relation
Molestation (Harassment) of a woman over 18 years of age, are or
have been acquainted through another kind of relationship

314 9459 Ofredande, mot kvinna 18 år eller äldre, obekanta Molestation (Harassment) of a woman over 18 years of age, stranger
284 9463 Ofredande, mot man 18 år eller äldre, obekanta Molestation (Harassment) of a man over 18 years of age, stranger
246 1212 Annan skadegörelse (ej klotter) Other damage to property (not graffiti)
228 513 Ärekränkningsbrott; förtal, förolämpning, förtal av avliden, mot

man 18 år eller äldre, ej internetrelaterat
Defamation, insulting behaviour, defamation of a deceased person,
against a man over 18 years of age, not internet-related

200 9447 Olaga hot, ej internetrelaterat, mot man 18 år eller äldre, obekanta Unlawful threat, not internet related, against man over 18 years of
age, stranger

145 1205 Skadegörelse, mot stat, kommun, landsting, ej klotter Damage to property, against state, municipality, regional council,
not graffiti

168 414 Ofredande mot grupp Molestation (Harassment) of a group
153 357 Misshandel, annan än grov, mot man 18 år eller äldre, obekanta,

utomhus
Assault, other than aggravated, against a man over 18 years of age,
stranger, outdoors

139 511 Ärekränkningsbrott; förtal, förolämpning, förtal av avliden, mot
kvinna 18 år eller äldre, ej internetrelaterat

Defamation, insulting behaviour, defamation of a deceased person,
against a woman over 18 years of age, not internet-related

133 1201 Skadegörelse, på motorfordon, ej genom brand Damage to property, to motor vehicles, not by fire
103 428 Ofredande mot flicka under 18 år Molestation (Harassment) of a girl under 18 years of age
111 429 Ofredande mot pojke under 18 år Molestation (Harassment) of a boy under 18 years of age
107 9443 Olaga hot, ej internetrelaterat, mot kvinna 18 år eller äldre,

obekanta
Unlawful threat, not internet related, against woman over 18 years
of age, stranger

Table 2: Crime codes with at least 100 occurrences within the reports marked by the police as hate crimes year 2022.

B Logistic regression results
To systematically compare the performance of the police and the transformer model, we fit a logistic regression in which the response
variable was correct classification versus incorrect classification, as determined by Brå’s 2022 annotations (Table 3). We included crime codes
and police region as explanatory variables. In order to maintain a sufficiently aggregated level of analysis, crime codes (four digits) were
truncated to their first two digits, preserving the high-level category (e.g., “assault”) while removing granular information about age or
gender of the victim. We then fit two separate logistic models: one for the police classifications and one for the transformer model predictions.
For the transformer model, we restricted the analysis to cases where the model predicted “hate crime,” so that the model’s probability
estimates aligned with Brå’s true/false labels in a comparable subset of reports.

A likelihood ratio test was used to assess the overall significance of police region within both logistic models, revealing statistically
significant differences in performance across regions for both the police (𝑝𝑝𝑜𝑙𝑖𝑐𝑒 = 2.5× 10−13) and the transformer model (𝑝𝑚𝑜𝑑𝑒𝑙 = 0.00018).
After further inspection, the least square means for police region indicated the lowest performance in the Stockholm region for both
classifications (Figure 4). Hence, we made a pairwise comparison between Stockholm and the other regions (Table 4), for which the results
indicated a more pronounced difference for the police than the transformer model.
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Police Transformer model

Variable Coefficient SE Coefficient SE

Intercept 0.109 0.082 2.40 0.206
Crime Code 1604 2.10 0.160 -0.0742 0.232
Crime Code 0357 -0.830 0.180 -0.160 0.547
Crime Codes 0411+0429 0.563 0.134 0.0273 0.315
Crime Codes 0511+0513 1.630 0.180 0.907 0.397
Crime Codes 9458+9459+9443+9447+9463 0.179 0.0923 0.051 0.242
North 0.649 0.167 1.041 0.440
Central 0.934 0.182 0.333 0.332
East 0.426 0.138 0.202 0.279
West 0.312 0.116 0.629 0.282
South 0.569 0.111 0.546 0.238
Bergslagen 0.371 0.154 1.08 0.440

Table 3: Results from logistic regressions. Crime codes grouped by first two digits. Crime codes starting with 12 and Stockholm
police regsion are reference levels.

Figure 4: Least square means for Police region, averaged over Crime code, on response scale (probabilities). Error bars represent
asymptotic confidence intervals, on 95%-level.

Police Transformer model

Contrast Odds ratio p-value Odd ratio p-value

North/Stockholm 1.9 0.0006 2.8 0.087
Central/Stockholm 2.5 <0.0001 1.4 0.77
East/Stockholm 1.5 0.011 1.2 0.90
West/Stockholm 1.4 0.0036 1.9 0.12
South/Stockholm 2.8 <0.0001 1.7 0.10
Bergslagen/Stockholm 1.5 0.079 2.4 0.072

Table 4: Dunnett multiple comparison of Stockholm versus the other police regions.
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