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Abstract

Achieving fair use of Al systems is a multi-faceted challenge. Inter-
sectionality, rooted in Black Feminist movements, is increasingly
used to address the interconnected nature of discrimination such
as racism, ableism, and sexism. Yet in Al research, intersectionality
is often reduced to a narrow technical lens, focused on algorith-
mic bias between subgroups defined by protected attributes and
addressed through fairness metrics. This algorithmic frame side-
lines key aspects of intersectionality, such as power relations, social
justice, and structural inequality. Still, AI experts play a central
role in development and deployment, and therefore should act to
limit unjust outcomes. This study offers actionable guidance for Al
experts, grounded in a broader intersectional perspective. Through
a thematic analysis of Al fairness papers on key aspects of intersec-
tionality, evaluated through community engagement, we identify
five themes with concrete recommendations: 1) insisting on col-
laboration in interdisciplinary teams, 2) embedding reflection and
recognizing positionality, 3) approaching communities and facili-
tating co-ownership, 4) engaging with power dynamics and social
context, and 5) assessing the framing and nuance of data and met-
rics. Participating experts noted barriers such as tech-optimism and
fear of insufficient knowledge. Still, they valued the recommenda-
tions for communicating the importance of intersectionality and
initiating more just Al practices. We call on Al experts to meet
this challenge through interdisciplinary collaboration with diverse
communities.
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1 Introduction

The Dutch childcare benefits scandal, exposed in 2019, starkly illus-
trates how biased use of algorithmic systems harms marginalized
groups. While unfairly targeting 26,000 families for fraud, it dispro-
portionately affected already marginalized communities, particu-
larly those with dual nationality, causing financial hardship and
social stigma [51, 52, 62]. Such a contemporary algorithmic bias
compounds the discrimination of marginalized communities, such
as Black single mothers of Surinamese descent, who have histori-
cally been disregarded by the Dutch welfare system! [104]. A similar
case emerged in France, where an automated fraud detection system
used in welfare allocation disproportionately flagged individuals
from low-income and immigrant backgrounds, leading to exclusion
from vital benefits [4, 67, 82, 83]. These cases demonstrate how
Artificial Intelligence (AI), or broader automated decision-making
systems, can reinforce and propagate racism, sexism, and social
inequality [3, 51].

Al fairness research recognizes the risks and harms of Al and
aims to limit its discriminatory and unjust effects. Most work pub-
lished on AI fairness focuses on group fairness [50, 76]: the aim to

'We capitalize “Black” to reflect its use as a socially constructed and political identity,
rather than as a descriptor of skin color. In the Dutch context, Zwart (Black) carries
similar anti-racist significance, though individuals of Surinamese descent may also
identify as Bruin (Brown), depending on context [103].
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minimize negative outcomes across demographic groups. Increas-
ingly, this includes conceptualizations of fairness across subgroups
who face multiple or intersecting forms of discrimination such
as racism, sexism and ableism. These conceptualizations are of-
ten defined as intersectional (subgroup) fairness or intersectional
bias in this community [44, 56, 59], in reference to the concept
of intersectionality rooted in Black Feminist theory and practice
[13, 28, 31].

This interpretation of intersectional subgroup fairness is criticized
for being narrow and primarily technical [59, 73] as it mainly leads
to algorithmic solutions, such as defining and optimizing for multi-
dimensional fairness metrics. This focal point of Al fairness on the
algorithmic frame or data frame (inputs, outputs and the model of
the Al) distracts from more prominent issues of Al systems with
respect to social justice that happen within the socio-technical
frame (including humans and institutions surrounding the AI and
their decisions) [55, 89]. In particular, the broader context in Al
development and use is overlooked including power relations and
the social context, which is central to both intersectionality and
limiting the discriminatory and unjust effects of Al [28, 37].

The seminal work of Buolamwini and Gebru [26] further illus-
trates why a narrow interpretation of intersectionality falls short.
The authors found that the Al-based image recognition systems
made disproportionately more errors for women with darker skin.
Many technical oriented papers cite this study in relation to their
intersectional bias measurement and consequently continue to pro-
pose a bias mitigation techniques aimed at addressing intersection-
ality within the algorithmic frame by minimizing unequal errors
[44, 71]. However, [26] started by understanding the social context
of the problem, emphasizing that transparency and accountabil-
ity reach beyond technical reports, and critically examined use of
their measurement (also in [79]). A broader interpretation of in-
tersectionality would advocate for analysing the social context of
the data underlying the image recognition models. This analysis
reveals unethical data labelling practices and a lack of diversity
that have resulted in a process that particularly dehumanizes Black
women [59, 68]. Moreover, by considering harms beyond the algo-
rithmic frame in the social context where it is used—such as in mass
surveillance and predictive policing—the disproportionate effect on
dark-skinned women (and their lack of recourse) is incorporated
[42]. On top of that, would a racially profiled Black woman care
about more equal errors if she has limited opportunity to contest
the errors that occur?

That is where the missed potential of intersectionality lies: the
concept’s core is about advancing social justice through examin-
ing and formulating actions based on the broader social context,
inequalities, power relations, reflection, and hearing what marginal-
ized voices prioritize [28]. In contrast to the narrower interpretation
of intersectionality, which focuses on a descriptive understanding
of discrimination related to intersecting identities, intersectionality
is also understood as an approach, a framework for critical inquiry
and practice towards social justice [109].

This interpretation of the broader intersectional approach for
fairer Al views intersectionality as a lens for Al design, one that
incorporates diverse perspectives and complex social contexts with
the aim of promoting social justice. To help clarify the distinctions
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between interpretations of intersectionality, see a condensed sum-
mary in Table 1

This intersectional approach requires moving beyond the algo-
rithmic frame, which is not the core of the Al expert’s background,
including their formal education and professional experience. Nev-
ertheless, given their key position in the development and use of
Al they have a role and responsibility in the critical examination of
how the Al systems they help create affect individuals and societal
values [19, 79, 80].

In this study, we aim to support Al experts in fulfilling this
responsibility for social justice by demonstrating how the broader
intersectional approach can be integrated in their Al practices. This
leads to the following research question:

o What are the key actionable recommendations for Al experts
to embrace the intersectional approach?

We gather the key recommendations through a thematic analysis
[21] on a tailored survey of Al fairness papers that incorporate key
elements of the intersectional approach. Since the primary focus of
Al fairness papers centres around the development and research of
machine learning-based Al applications, we adopt this same scope
for our study. For illustration, we reference the non-exhaustive list
of high-risk Al applications outlined in the AI Act [101], which
highlights relevant high-stakes Al projects. The choice of emphasiz-
ing actionable recommendations impacted our research design in
two ways. One, we aim to include multiple examples and references
per recommendation. This is to strike a balance between being
general enough for operationalisation in multiple settings whilst
also practical enough to inspire readers towards action. Two, we
align our recommendations during the thematic analysis through
inviting input from our target audience of Al researchers, data sci-
entists and Al developers, whom we will hereafter refer to as Al
experts.

In the next section, we present related work to contextualize
intersectionality and its role within the Al fairness community. The
third presents our methodology for collecting the recommendations
and their community-based evaluation. The fourth presents the
collected recommendations in five overarching themes. The fifth
concerns the main insights from the evaluation by Al experts. The
sixth presents a discussion including the limitations. Finally, the
seventh concludes the paper.

2 Related Work

This section situates our contribution in related work. We com-
mence with an introduction to the Black Feminist origin of inter-
sectionality to gain further understanding of the concept as an
approach. Thereafter, we discuss our contribution relative to adop-
tion and critical examination of intersectionality in the Al Fairness
literature.

2.1 Origin of the Intersectional Approach

Kimberlé Crenshaw coined the term "intersectionality” as she advo-
cated that legal protection for discrimination should also be afforded
for unique experiences from intersecting identities, in her case Black
Women experiencing systemic racism and sexism [31, 32]. The con-
cept is mainly associated to the Black Feminist Movement since
Crenshaw brought it into public attention, yet it has been brought
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Table 1: Comparison of Terminology, Frames, and Goals

As used in [59]

Relating to frames in [89]

Goal as described in [73]

Intersectional (sub)group fairness | Narrow, Weak

Algorithmic frame

Optimizing for multidimensional
fairness metrics

Intersectional approach Broad, Strong

Socio-technical frame

Taking action towards social justice

forward by multiple movements as well as thinkers and activists
before her [13, 27, 29, 86, 95]. A recent academic contribution that
stands out is that of Patricia Hill Collins and Sirma Bilge [28]. Their
work acknowledges the many definitions and interpretations of
intersectionality and puts forward the key elements of the intersec-
tional approach. One key element is that intersectionality is more
than an analysis of discrimination based on intersecting identities;
embedded within the concept is the objective of taking action to-
wards social justice, which is often referred to as critical inquiry
and praxis, encompassing both examination and action. We refer
here to Iris Marion Young’s definition of social justice, which em-
phasizes our shared responsibility for and the structural nature
of (in)justice. According to Young, injustice occurs "when social
processes put large groups of persons under systematic threat of
domination or deprivation of the means to develop and exercise
their capacities” [110, p.52]. Other key elements are investigating
social context, positioning the work in social inequality and power
relations, questioning one’s own relation to the work, context and
power relations, and being open to the complexity of social justice
which ranges from intersecting identities, to hearing diverse voices
and recognizing multiple kinds of knowledge. Informed by their
work, these are the key elements we refer to in our research.

2.2 Intersectionality and AI Fairness Research

The bulk of papers in the Al fairness literature take a narrow in-
terpretation of intersectionality as Kong [59] and Ovalle et al. [73]
have established. However, there are recent Al fairness papers that
incorporate key elements of the intersectional approach, such as
power relations or the inclusion of diverse voices of the commu-
nity participation, conceptually [15, 35, 39], applied in a use case
[81, 87, 96] or even in their approach to data science education
[8, 66, 80]. Most of the related work will be presented through the
recommendations based on the literature survey. Below, we discuss
two studies in particular that were foundational for our research
and clarify how our contribution differs.

Kong [59] identifies the narrow interpretation of intersectional
fairness in the Al fairness literature and consequently argues for
three problems with this interpretation. She states that the field’s
focus on parity between statistical measurements of intersectional
subgroups based on protected attributes is not enough because (1)
the focus on attributes of race and gender diverts attention from the
real problem being racism and sexism, (2) the focus on attributes
rather than oppression creates a problem of arbitrary selection of
intersectional subgroups, and (3) this view fails to address non-
distributive aspects of fairness. Therefore, she advocates that this
"weak" approach to fairness should be augmented into a "strong"
fairness, one that acknowledges the structural nature of unfairness
and aligns closely with a broader interpretation of intersectionality.
Kong [59]’s contribution centres on illustrating the limitations of
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narrow interpretations of intersectionality in Al fairness research,
whereas our work builds on this by developing actionable recom-
mendations—evaluated and co-created with Al experts—to support
those aiming to move beyond such limitations.

Ovalle et al. [73] performs a critical review of how intersec-
tionality is discussed in 30 papers from the Al fairness literature.
Their deductive and inductive analysis on the literature concurs
with [59] that most papers reduce intersectionality to optimisa-
tion for fairness metrics and fail to discuss the social context and
power. Their work establishes what was missing in the Al fairness
literature related to key elements of the intersectional approach
[28], and propose recommendations to researchers based on their
identified gaps. Our work, building on their insights, focuses on
how key elements of the intersectional approach were incorporated
in the AI fairness literature and engage with Al experts how we
can transform collected insights to actionable recommendations
for them. Their work establishes what is missing in Al fairness
research with respect to key elements of an intersectional approach
[28], offering critical reflection and identifying key gaps. While
they briefly propose directions for future research for each gap,
our contribution builds on these insights by examining how such
elements are already being engaged in the literature. We therefore
shift the focus to surfacing and translating these practices into
actionable recommendations, informed by input from Al experts.

Thus, the originality of our contribution lies in the fact that
we guide Al experts beyond the critical review of their practices.
Rather than focusing on their shortcomings or misinterpretations,
we formulate insights from the literature into actions that they
can and should take from their decisive role in Al development
and research and align these with their input through community
engagement.

3 Approach

In this section, we describe our approach to form actionable recom-
mendations from the Al fairness literature, inviting Al experts to
adopt an intersectional approach. To move beyond the algorithmic
frame and make our recommendations actionable, we structure
recommendations from interdisciplinary Al ethics conferences and
align them with input from Al experts.

3.1 Recommendation Collection

Our approach to developing a set of actionable recommendations is
based on analysing the recommendations found in interdisciplinary
research on intersectionality. In order to structure the collected rec-
ommendations, we follow the well-established method for thematic
analysis for qualitative research by [21, 22]. Below, we first explain
the selection criteria for relevant papers, and then, elaborate on
the phases of the thematic analysis method. In one of the phases,
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we use community engagement to align recommendations to Al
experts’ input, of which the description concludes this section.

3.1.1 Paper selection. The scope of our survey concerned two
prominent multidisciplinary machine learning focused conferences:
ACM Conference on Fairness, Accountability, and Transparency
(ACM FAccT) and the AAAI/ACM Conference on Al Ethics, and
Society (AIES). We took all available papers at March 2024 of AIES
(2018-2023) and FAccT (2019-2023) that mentioned intersectionality
in their full text. Altogether, this gave a total of 268 papers.

For those papers, we divided the papers among the authors and
read the titles and abstracts and looked at whether they fit the
broader interpretation of the intersectional approach. This resulted
in the inclusion of papers that refer to key elements of the intersec-
tional approach as defined by Collins and Bilge [28] (see 2.1), where
any papers in doubt were read and discussed through using the
guiding questions of [73, p. 59] in Table 3. In case of disagreement,
the paper was included. This resulted in 63 papers.

3.1.2  Thematic Analysis. To extract the key actionable recommen-
dations from the selected papers, we chose the methodology of a
thematic analysis (TA), which is used to identify, analyse and report
on the patterns or themes in written text or speech [21]. This is
done through coding (labelling through interpretation) of the data
(for us, text snippets in the selected papers that describe proposed
actions or explicit recommendations), and, in turn, through itera-
tive analysis of patterns in these codings arriving at themes (the
overarching key recommendations).

To fit our research needs, we selected the inductive reflexive
TA known from Braun and Clarke [21], over two other common
variants of TA: coding reliability TA and codebook TA [23]. We
highlight two key features to ground this choice. One, the induc-
tive reflexive TA starts with letting the data speak for themselves
without categorization from previous frameworks. This fits our
aim to let the authors of the selected papers have a voice in the
patterns to be established. Two, reflexive TA regards the subjective
interpretation in coding (by the authors of this work) as valuable
processing that builds on previous experiences and backgrounds
rather than a bias to be avoided. This deviates strongly from the
desired homogeneity and inter-annotator agreement in coding reli-
ability TA. To provide structure to the flexible method, Braun and
Clarke [21] defined a process of six phases. Following this process,
we started by familiarising ourselves with the dataset by reading
and iteratively decided on a coding strategy (1). Then, we generated
initial codes by interpreting and paraphrasing the core of explicit
recommendations for actions written in selected papers (2). We
searched for themes by grouping the codes into clusters, which we
iteratively refined through multiple collective discussions. (3). After,
we reviewed, refined and named the initial themes to arrive at five
over-arching themes and formulated sub-themes as actionable rec-
ommendations (4). We evaluated both with the help of Al experts
(5), see in section 3.2. Finally, we aligned our recommendations
based on their input, and through the act of writing finalized them
in this paper (6). This way, we structured 206 extracted recommen-
dations into five themes. More details and intermediate results are
described in Appendix B.
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3.2 Evaluation Session

To enhance the actionability of our recommendations for Al ex-
perts, we incorporated community engagement within our thematic
analysis. For this, we organized an interactive workshop and an
open-ended survey.

The interactive workshop was hosted at a Dutch research insti-
tute. We had 22 participants on-site and five participants online.
All were informed about the study and gave informed consent to
contribute anonymously. We have chosen to not collect personally
identifiable data, yet describe hereunder the perceived or known
representation of the group. The participants disciplines ranged
from technical, social to managerial, with a large variety in roles
such as human rights lawyer, project manager, data scientist, re-
search group manager, intern, governance expert, Al researcher,
junior consultant to senior researcher. Although this set of partic-
ipants had a broader range of titles/roles than we defined as our
direct target audience in section 1, all of them have played a part
in interdisciplinary AI development or research teams. We valued
this additional variety in disciplines, which fit our own recommen-
dation in section 4.1 such that different interpretations, language
and roles could be discussed. Dutch nationals formed the majority
of participants, along with at least five international participants.
Concerning gender diversity, we noticed that over half of the people
used she/her pronouns. To safeguard privacy, we do not disclose
any perceived or disclosed representation on unobservable or pri-
vate memberships such as being queer or neurodiverse or having
disabilities. Concerning age diversity, participants ranged broadly
from their twenties to their sixties, with a skew toward younger
individuals.

The workshop was organized in three parts. First, an interac-
tive introduction: defining intersectionality together, watching an
educational video on intersectionality and finally discussing an
example of image recognition with the narrow and broader inter-
pretation of intersectionality [26, 79]. Second, the participants were
split into two groups on-site and one group online. Each group,
hosted by one of the authors to facilitate and take notes, discussed
two different themes of the recommendations. Starting with a dis-
cussion on the overarching recommendation (theme) and the link to
intersectionality, each group finished with reviewing three possible
actions related to the recommendation. The three possible actions
refers to intermediate versions of the actionable recommendations
written for each theme in section 5. Third, a paper survey was pre-
sented to ask the participants on four aspects of intersectionality
to acquire feedback on the actionability of the recommendations.

Q1. How important do you find intersectionality?

Q2. To what extent do you find the social science theory of in-
tersectionality understandable?

In previous discussions with data scientists on intersection-
ality, some felt criticized by the content. We’re curious to
hear your thoughts: do you feel similarly? To what extent
do you feel attacked or have the sense that you’re not doing
well?

Q4. To what extent are the recommendations practical enough?

03.

Discussing the recommendations with Al experts influenced the
authors of this paper on the tone, formulation and framing of the
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actionable recommendations. Insights from the session are there-
fore interwoven in our actionable recommendations, whilst two
main insights are discussed in section 5.

4 Recommendations

In this section, we present our recommendations based on our the-
matic analysis of the literature. The collected recommendations
are offered in five overarching themes. Each theme is first briefly
presented as its key message and an elaboration on its link to inter-
sectionality. Thereafter, actionable recommendations are described
to facilitate Al experts to take the first step in incorporating the
intersectional approach.

Figure 1 represents a schematic overview of the recommenda-
tions. Firstly, as Al experts are centred in Al development and prac-
tice, they have the decisive role to insist on the interdisciplinary
collaboration that Al fairness requires. Secondly, these interdisci-
plinary teams should discuss and document their position in society,
to be aware of the perspectives they bring to their practice. Thirdly,
invite people at risk of Al harm to voice priorities and concerns
and propose co-ownership of their participation process to them.
Fourthly, together with affected communities, the interdisciplinary
teams should analyse the power relations between those using the
Al benefiting from the AI and those potentially harmed by the Al
as well as their context of systemic societal inequalities. Finally,
given all these perspectives and insights, discuss how and if the
opportunities and limitations of measurement and technological
solutions with data and metrics align with the goal of social justice

See Appendix A for a table that provides an easy overview of all
actionable recommendations per theme.

4.1 Collaboration and Role

As Al experts are centred in Al development and practice, they have
the decisive role to insist on the interdisciplinary collaboration that
Al fairness requires.

4.1.1 Importance to intersectionality. An intersectional approach
requires rich dialogue and multiple perspectives. With the help of
other experts, it is easier to look at fairness beyond the algorithmic
frame. Recall that the intersectional lens particularly incorporates
the nuance of power hierarchies. Al experts should recognize that
they are given the responsibility (power) of Al fairness most of the
time and use this role to assert the need for interdisciplinary teams.

4.1.2  Collaborate with multiple disciplines before going into techni-
cal details. To do justice to Al fairness, a variety of expertise (think
of social science, Al governance, and domain expertise) are needed
to understand what the problem and/or related goal are before one
defines them in terms of data and technical implementations [61, 92].
Collaborating with different disciplines takes time to understand
each other’s language. Organize a session to present each other
key concepts from each discipline, share different interpretations
and find common terminology for the key concepts [66]. Similarly,
the choice of research methodology also require an open discus-
sion. The perceived value of quantitative and qualitative research
methods or testing of Al differs per discipline, where the education
of Al and data-science focus on quantitative methods [8]. Games,
prototyping or designing visual diagrams of different scenarios
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of Al impacts are different ways to establish a common language
and set the scene for a creative joyful collaboration [10, 19]. The
applied nature of these exercises makes assumptions, values and
expectations tangible, visible and engaging [8]. We tend to perceive
potential Al harms first from our own experience, which makes
storytelling a useful tool to include more perspectives [66].

4.1.3  Use central role of Al experts to invite other disciplines and
share responsibilities. Data scientists and Al researchers are often
given the responsibility to handle AI fairness in practice, so they
have the leverage to make a stand on development, research or
practice with integrity [80, 91]. Stand your ground that considera-
tions around fair use of Al requires interdisciplinary collaboration
throughout the lifecycle and argue to managers—or those with
power on deciding the team composition— the need to invite col-
leagues with different areas of expertise [2, 20]. Boag et al. [18],
who examined the relationship between “Al Ethics” and employee
activism, demonstrate further possibilities. They demonstrate how
Al experts can organize collectively to exert influence and provide
concrete strategies for such collective action, including examples
like organizing strikes.

4.1.4 Dedicate time and effort to create a psychologically safe en-
vironment. Conversations between different disciplines are bound
to start with misunderstandings and disagreement before common
language and shared goals are established. Therefore, set out to cre-
ate an open, informal, and trusted setting [8, 57]. It may be advised
to avoid setting a specific goal during the first discussions where
interdisciplinary teams come together; a goal such as the problem
definition needs to be done by the end of this meeting already sets
the frame that critical voices that disagree with the majority or
raise ethical voices are not appreciated [20, 57]. Where collective
decisions are required, consider deliberative approaches alongside
voting mechanisms, in order to give voice to minority priorities
[19]. Establish and document common values, expectations and
norm for communication styles [19, 41]. If disagreement on priori-
ties is inevitable, allow those whose wishes are not met to air their
hesitations and document these [19].

4.2 Position and Reflection

Interdisciplinary teams should discuss and document their position in
society and reflect which perspectives are heard and which are still
left unheard.

4.2.1 Importance to intersectionality. By taking your position and
reflection seriously, you dare to be transparent on what you see as
priorities based on your background and experience, whilst real-
izing that unique diverse experiences exist. State your doubts on
whose voices might be missing in the team and how you aimed to
still reach those voices (but perhaps failed). This positioning may
at first glance appear exposed or self-doubting relative to common
expressions of "bias-free" technology. Yet, this reflective vulnera-
bility also demonstrates a strong open stance of a willingness to
learn and accountability, which invites grace when any issues are
detected.

4.2.2  Write a positionality statement and reflect on it. Dedicate time
at the start of the project to sit down with the whole team and reflect
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Figure 1: Overview of recommendations on how to do Al fairness with an intersectional approach, from the responsible role of
the AI expert, the building of a multi-disciplinary team, the reflection on the team’s position in society, the participation and
co-ownership of relevant communities, to the consideration of power relations and the social context, and the role of data and

metrics.

on the team’s and Al system’s position in society [48, 57, 73, 89]. To
determine which positions are relevant in your setting, consult with
domain experts familiar with the context in which the Al system is
situated. What discrimination or equality concerns have previously
been raised in this domain or specific setting? Discuss which roles
are present around the Al system and commenting on the privilege
and power relations you perceive (e.g. sponsor, the person with
ultimate responsibility, designer, user, affected people or parties)
[57]. An intersectional question would be: if we have for example
women or queer representation in the team or the advisory panel,
do we have only the most privileged subgroup of the marginalized
group? Writing this statement may also frame your contribution, as
you can reflect upon: based on our representation, what is our role
to play? See also our own positionality statement for an example
of this.

4.2.3 Document perspectives and decisions throughout the lifecycle
of Al. Every time your team needs to make a decision, reflect on
your positionality statement, and document how this may affect
the decision [48, 73]. Write down the varying perspectives and
opinions in the team on each possible alternative or choice as well
as the final decision made. This form of transparency fosters open
communication and shared accountability. Not all opinions and
expectations need to be met or agreed before decisions are made,
yet all these voices need to be heard and documented such that any
systemic patterns can also be examined [19]. Important decisions
with respect to intersectionality are concerning the position of the
Al system and social inequalities, the intended use and the choice
and definition of social categories to include. More on these aspects
follows in sections 4.4 and 4.5.

4.3 Community and Participation

Invite people at risk of AI harm to voice priorities and concerns and
propose co-ownership in the participation process.

4.3.1 Importance to intersectionality. The intersectional approach
acknowledges the variety of voices and that some are heard more
than others. Therefore, it is crucial to invite communities at stake
to participate meaningfully throughout. That is, not only in the last
alignment, but from the start in setting the goal of the Al project.

4.3.2  Invite communities to co-own the participation process. The
paramount recommendation for community participation was to
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give the community a meaningful voice and control in the partici-
pation and full transparency on this matter [19, 36, 48, 55, 61, 65, 81,
87]. Clear communication and agreements to what extent commu-
nities share or have leadership or co-ownership of outcomes and
decisions is crucial to establish informed consent for participation
[36]. This cannot be an afterthought as meaningful participation
takes time and space [7, 55, 81]. This investment in time and effort
starts with process of identifying and reaching out to impacted
communities and/or their representatives for participatory develop-
ment [19]. [19] discusses multiple approaches to reach communities.
Participatory Al projects should begin with Al literacy efforts, as
participants need a foundational understanding of what Al is, and
what it is not, in order to meaningfully engage in discussions about
how such systems may affect their lives [99]. The co-designing
exercises suggested for interdisciplinary collaborations are tangible
suggestions for community participation as well [19, 38]. Flexibility
to change vital parts of the Al project is required for community par-
ticipation to become worthwhile. [55] show clear lessons learned
based on an applied use case, where global and generic aspirations
of the project needed to make space for first the impact and ef-
fectiveness at a local scale. Other examples of co-design can be
found in [74] concerning Al and ableism and in [24] on Al speech
technologies, racism and ageism.

4.3.3 Make participation financially sustainable for communities.
As we value community experience and knowledge they contribute,
make sure to compensate them accordingly [48, 61]. Participation
needs to be mutually beneficial and financially sustainable on the
long run [36]. To ensure a fair compensation rate, an external party
can be involved to determine the appropriate amount [74].

4.3.4 Design a mechanism where impacted communities can safely
voice concerns. As is generally known, making Al systems 100% bias
free is not possible. Any Al harm that may slip through your mitiga-
tion strategies, therefore requires a pathway to be heard. Effective
participatory design requires careful attention to the social context
and power relation such that impacted communities can safely
voice concerns. [81] show how sometimes it is crucial to allow com-
munities to voice concerns collectively and anonymously, as users
or impacted people may be ashamed or otherwise disadvantaged to
hold systems accountable individually on their own [81]. Voicing
concerns does not need to be a passive feedback mechanism, where
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one waits for problems to arise. Start from defining harms together
with communities to see what could be measured and monitored
(rather than starting from definitions of statistical fairness) and
facilitate co-designing sessions where communities can make con-
crete what it means when error may occur [6, 73, 81, 89]. In other
words, take diligent care to prevent harms upfront, but give space
and power to voiced errors that slip through.

4.4 Power and Social Context

Interdisciplinary teams, together with communities, should analyse
the power relations between those creating, researching, using, ben-
efiting from and those (potentially) harmed by the AL within their
social context.

4.4.1 Importance to intersectionality. Positioning the Al system
within power and social context with diverse voices (disciplines
and communities) is key to adhering to the goal of social justice,
which is central to intersectionality. Centring marginalized voices
and acknowledging the systemic nature of discrimination helps
to prevent regarding "fairness" as a single isolated add-on or an
afterthought in your Al project.

4.4.2 Position the Al within social context and define the present
power relations. Societal implications of Al projects are better ad-
dressed when they are positioned in their historical, social and
cultural context and power relations [2, 8, 15, 57, 79]. Consider the
famous COMPAS case, where [5] showed through investigating the
error distribution that Al used in the justice system propagated sys-
temic racism. There, discussing power relations and social context
within the U.S. justice system may shift priorities away from im-
proving the Al system. Within the context of the industrial prison
complex, the power dynamics present in prison, the justice system
and historical racial profiling, marginalized communities and their
advocates have voiced priorities such as less prisons and more con-
testability [33]. Therefore, come together with the interdisciplinary
team, including communities or community representatives, and
discuss who took the initiative on the project, who will benefit,
who may be harmed and who has a voice [54]. Impact assessment
such as FRAIA [46], HUNDERIA [30] and FRIA [64] are tested and
anticipated opportunities if a more extensive and structured for-
mat to discuss potential benefits and harms of Al systems fits the
project. We refer back to communication suggestions from [8, 57]
as discussions on power and privilege are conversations where
disagreement and critical opinions should be handled with care.
Identify groups who are relevant but absent or under-represented
in the process, and reflect on whether their exclusion is shaped
by social inequalities or historical context .[57] demonstrate that
through prototyping your AI system or research and writing an
accompanying narrative that discusses who is involved and what
their roles are can help reflect which voices are still missing.

4.4.3 Redefine concepts with power and social context in mind. With
an understanding of the power relations and social context, it is
crucial that the team remains open for priorities or goals of the Al
research or the Al system to change [8, 9, 55]. Priorities are often
centred around key concepts such as accountability, responsibility
and fairness. Take time with the team and the community to rede-
fine them with power and social context in mind (inter alia [8, 73]).
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It is advised to revisit these interpretations iteratively due to the
dynamic nature of these concepts as well as shifting power relations
and social context [38]. We highlight here Klumbyté et al. [57], who
share multiple approaches (intersectional feminist methodologies)
that are specifically designed for interactive interdisciplinary discus-
sions on the design of machine learning within a context of power.
[48, 57, 61, 81] are examples where critical analyses of power and
social context have influenced their Al fairness research. [57, 81]
redefined the concept of accountability, by analysing who has the
ability to respond. In [81], they show how a technical solution for
accountability did not meet the social-political reality of people
taking loans in India, and propose a collective yet anonymous form
of accountability for effective redress. Moreover,[12, 48] demon-
strate how creating a common understanding in your team of race
being a social construct, supports avoiding common mistakes such
as misattributing racial categories as causal mechanisms, reifying
race as a natural category and misidentifying race rather than racial
stratification as the root cause of disparities. See [1] for an applied
example concerning the social context of gender and sex.

4.5 Data and Metrics

Given all these perspectives and insights, discuss how and if the oppor-
tunities and limitations of measurement and technological solutions
with data and metrics align with the goal of social justice.

4.5.1 Importance to intersectionality. An intersectional approach
acknowledges the political nature and power of data and metrics.
Within the goal of social justice, reflect on the framing of your
intended use with data and metrics. Dare to ask beyond how Al
can help, and ask the zero question: is Al suitable for this problem
at all? If so, demonstrate how your use of data and metrics has
impact beyond the algorithmic frame. Show how you recognize the
complexity of how systemic forms of discrimination may interact
and are embedded throughout the AI system. Document clearly
how you establish the added value and limitations of your data and
metrics, for example, through qualitative methods or community
participation.

4.5.2  Be critical on your objective with data and metrics. Through-
out this paper we have invited Al experts to collaborate within
an interdisciplinary team and with diverse communities. This last
recommendation requests their shared goal to be beyond techni-
cally solvable issues and to be set towards achieving social justice
[54, 55, 73]. Ask the zero question, examine whether rather than how
Al system should be developed or implemented [55, 73]. Measure-
ment with data and metrics can still have value for social justice,
see for example the work of [26] where intersectional bias measure-
ment had a signalling function to show how systemic racism and
sexism is embedded in image data and image recognition tooling.
Framing here is essential, as the same authors requested caution for
their measurement functioning for certifying Al as bias-free [79].
[17] argue for similar caution when aiming to optimizing for seem-
ingly neutral or objective benchmarks. Instead of bringing social
justice into Al systems that have a secondary goal such as credit
scoring, hiring or detecting fraud, Al can also be developed and
(co-)created for the sole purpose of social justice. Through feminist
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participatory design Suresh et al. [96] develop an Al system to sup-
port activists monitoring feminicide. They highlight the challenges
posed by incomplete and infrequently updated data of feminicide,
which obscures the systemic nature of violence, and emphasize how
the lack of data actively disempowers women. In response, they
co-designed datasets and machine learning models to aid in the
collection and analysis of feminicide data to support activist efforts.
Their work shows how datasets can contribute to oppression and
actively fights this by collecting inclusive more data.

4.5.3 Augment quantitative approaches with qualitative research
and participatory design. Even within the right framing, a challenge
to capture the complex societal phenomena of structural inequality
within data and metrics remains. Keep in mind that forms of dis-
crimination interact such that within one group there can be many
different experiences [100]. Go beyond single axis thinking with
your measurement, or check with a large variety of organizations
representing different subgroups whether your Al-solution is also
useful for them [96]. Tomasev et al. [100] also list specific consid-
erations for complexity that arises when a group is marginalized
for unobservable characteristics. Quantitative data and metrics are
likely to capture only part of the phenomenon, and may also be
undesirable due to privacy concerns surrounding sensitive data.
Therefore, they cannot be relied upon alone [48, 74]. We recom-
mend complementing them with qualitative approaches, such as
interviews and focus groups, ideally involving communities or rep-
resentatives of those communities [78, 96].

4.5.4 Document clearly on the intended use and limitations of data,
model and metrics. During your efforts to capture the complexity
of systemic inequalities in data and metrics, providing documenta-
tion on intended use is crucial. This includes providing thorough
documentation on the data used, the researcher’s goals in collect-
ing the data and creating the model, and note potential users and
stakeholders who could be negatively impacted by model errors or
misuse [1, 10, 14]. Next to that, be transparent on your efforts for
accountability by transparent communication on any side effects,
which includes how they may affect vulnerable people as well as
what you currently do to prevent them [6, 53]. Do not be negligent
and dismiss them as unlikely or unintended consequences and stop
there [19]. This recommendation for humility and transparency
also holds for performing audits on Al [79] demonstrate how im-
portant it is to not oversell the value or reliability of an audit to
certify the ethical use of an AL

5 Community Insights

In this section, we discuss the two main insights from the evaluation
session with AI experts. The primary outcomes concern the work
environment and the fear of not knowing enough. Note that we
also reflect on these further in the discussion section hereafter.

5.1 Work Environment

Our recommendations start and have stressed the role of Al ex-
perts in bringing the intersectional approach to Al fairness practice.
However, participants have voiced that they expect Al experts’ in-
fluence to bring in critical examination of the goal of the project
or proposing non-technical alternatives may be restricted by their
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work environment. One participant of the evaluation workshop
shared: "I notice that in most projects during my career, we aim to
do the most as possible with the data available, rather than ques-
tioning whether doing the analysis at all, will provide a sufficient
and meaningful answer to the problem. Other participants noted
that quantitive measures are often valued higher than qualitative
methods, also by external stakeholders, as well as that sometimes
an Al solution is necessary given the funding and is therefore a
goal on its own.

On the other hand, participants also noted on two potential
facets how the recommendations may be used to tackle obstacles
from the tech environment. Firstly, the recommendations with its
examples and communication strategies could aid in articulating
the importance of community participation, social context and in-
terdisciplinary collaboration, among others, to project stakeholders
and funding decision-makers. Secondly, we learned through com-
munity participation that the recommendations were perceived to
facilitate decision-making about Al that is more aligned with social
context and stakeholders. In turn, this would make any pursued
Al projects land better in society. They noted that funders of Al
projects eventually care about these success stories; careful consid-
eration on which Al projects to pursue may therefore be aligned
with the goal.

5.2 Fear of Not Knowing Enough

Although our recommendations provide actions and steps for Al ex-
perts to follow, participants of the workshop noted that unfamiliar
language, concepts and perspectives also caused a sense of unfamil-
iarity and unreadiness. Particularly, they voiced that a fear of not
doing well and having blind spots makes them hesitant to apply the
intersectional framework at all; they want to do it “perfectly” and
in a structured, coordinated way. This was also expressed through
many questions, such as: “So I know I am a white cishetero man,
doing research on bias, what does that mean for how I do bias re-
search?”, “There can be so many intersections. How do you check all
of them?” Additionally, the participants expressed a fear of finding
blind spots during the process. Here they discussed a linear think-
ing approach: they are used to know beforehand which tasks need
to be performed and in which order, which ideally is complemented
with a checklist. However, the intersectionality framework also
asks for adaptation during the process, think of the co-ownership
in the community participation.

6 Discussion

In this section, we discuss reflections on the value of our contribu-
tion as well as its limitations.

From the start of this paper we have advocated that Al experts
have a decisive role in bringing intersectional fairness concerns
beyond the algorithmic frame to the AI harms voiced by marginal-
ized communities. We recognize, however, as the participants of
the evaluation session had voiced, that their influence is dependent
on their work environment. Especially with the omnipresence of
tech-solutionism or algorithmic idealism [35], we acknowledge the
challenge that (although motivated) most researchers and prac-
ticioners are still subject to funding or higher management. We
argue that our actionable recommendations allow Al experts to
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start small. Invite someone from another company, department or
research group to bring another perspective, write a positionality
statement with the team and reach out to a few civil society organi-
zations that represent communities. Al fairness is a marathon, you
cannot wait for the perfect conditions to start practice your run-
ning. To facilitate further alignment within the work environment
of Al development, we foresee opportunity for future research to
embed the actions in our recommendations in widespread iterative
approaches for Al/software development such as Agile Scrum and
CRISP-DM [88, 105]. Al experts can also take in our recommen-
dations beyond the work environment of an institute or private
organization. Rather than starting with Al experts, asking for in-
terdisciplinary collaboration and community engagement, an in-
tersectional approach to Al fairness is also very suitable to start at
civil society. Such an operationalization of intersectionality is also
what [35] strive for in their suggestion to redistribute Al power.
They provide examples where community-led academic-activist
collaborations use Al education, evaluation and design to address
historical wrongdoings that affect current and future opportunity
structures.

Moreover, we also recognize that our recommendations request
Al experts to go beyond their comfort zone of their previous expe-
riences and education. We invite Al experts to bear some of that
discomfort as a level of unfamiliarity, as the stakes of Al fairness
are per definition high, which is best heard through critical voices
who have experienced Al harms. We stress that Al experts do not
need to and should not go through these lessons alone, as diverse
perspectives are essential. Nor do Al experts need to become ex-
perts on power and social context. Yet, as it is the red line through
all our recommendations that embody the intersectional approach,
we dare argue that Al experts do have the duty to invest in ed-
ucating themselves to the level that they can collaborate within
interdisciplinary teams and communities that bring their expertise
on power and social context. As our recommendations put forward
the importance of soft skills for Al fairness (due to the value of
interdisciplinary collaboration, community participation, qualita-
tive research methods), we see potential for critical data science
education curricula (such as discussed in [8, 70]) to take in our
concrete recommendations; bringing the comfort zone of new Al
experts beyond the algorithmic frame.

To enhance the actionability for Al experts further, we also see
opportunity for future research for creating a learning environment
for critical discussions. Inspiration may be gathered from concepts
such as psychological safety, pioneered by Edmondson [40, 41]
who defines psychological safety as the team environment where
members can be with candour to take risks, express ideas, speak
up with questions and admit missteps. Another relevant practice
already situated within the goal of social justice is that of calling in,
currently propelled by Dr. Loretta J Ross Ross [84]. Her recent pub-
lication materializes her advocacy work ( e.g. [85]) where calling in
is championed as an approach to invite change through compassion
rather than expecting that someone has already grown. Their ap-
proaches may aid in creating the environment necessary to call in
Al fairness experts as allies to move beyond the algorithmic frame
to social justice, whilst limiting the chance for polarizing based on
past practice.
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6.1 Limitations

Many perspectives were heard through the community engagement
and the literature survey. However, there are other perspectives we
did not hear. Firstly, the participants of the evaluation session were
all Al experts, that although occupying a variety of roles and having
different educational backgrounds, were European and worked at
the same Dutch research institute. On top of that, due to the self-
selective nature of the evaluation session, the participants were also
all AT experts who value and are interested in learning more about
intersectional fairness in AL Hence, we should take note that our
definition of actionable recommendations for Al experts is biased
towards European (Dutch) and motivated Al experts. We argue,
however, that the impact of the limitation of motivation is limited.
It is also these motivated Al experts that are most likely to act upon
our invitation, which through them may ripple further.

Secondly, the recommendations stem entirely from academic
sources, and specifically from the selected conferences, which nat-
urally results in an under-representation of relevant activist voices
publishing outside academia. Some of the included studies are au-
thored by scholars who also act as activists or represent civil so-
ciety groups working directly with people harmed by algorithms,
while others were explicitly co-created with such communities (e.g.
[36, 73, 81, 96]). Still, our interpretation and translation of their
insights into actionable recommendations have not yet been explic-
itly evaluated against the priorities of activist communities or those
affected by AL Future research should build on our work by includ-
ing such an evaluation and/or by explicitly drawing from a broader
range of disciplines beyond AIES and FAccT such as critical legal
studies, political science, or social sciences like gender and race
studies. This could bring the recommendations even closer to the
core principles of an intersectional approach, which emphasize the
value of diverse knowledge systems and the centring of marginal-
ized voices. In turn, this may improve their applicability within the
proposed interdisciplinary teams and ensure better alignment with
the perspectives of those who have experienced harm.

Finally, throughout the paper we use terminology to describe
groups of people. We have made a conscious effort to use the lan-
guage that is preferred by the people of the communities we are
referring to. We hope that our use of language serves as a vessel
to get our point across. Whilst continuing to educate ourselves,
we welcome hearing any unintended sense of exclusion we have
caused due through word-choice.

7 Conclusion

Much of the Al fairness community currently engages with inter-
sectionality through a narrow, technical lens that focuses on data,
model and outputs, also known as the algorithmic frame. This re-
sults in efforts that often target algorithmic bias between subgroups
defined by protected attributes such as sex, nationality, and skin
colour. Yet intersectionality, grounded in Black Feminist thought,
offers a much broader framework that can support Al experts in
addressing the structural dimensions of unfairness through a social
justice lens. Through a thematic analysis of a tailored literature
survey and community engagement, we have formulated five ac-
tionable recommendations for Al experts. (1) As Al experts are
centred in Al development and practice, they have the decisive
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role to insist on the interdisciplinary collaboration that Al fairness
requires. (2) As the team takes on a responsibility towards social
justice, it is key to position themselves within society and reflect
which relevant voices are heard and unheard. (3) Through meaning-
ful community participation, the people at risk are also invited to
safely voice concerns, co-own the process of their participation and
be financially compensated. (4) Then, the interdisciplinary teams,
together with communities, should analyse the power relations
between those creating, researching, using, benefiting from and
those (potentially) harmed by the Al, within their social context.
(5) Given all these perspectives and insights, discuss how and if
the opportunities and limitations of measurement and technolog-
ical solutions with data and metrics align with the goal of social
justice. We invite Al experts willing to integrate the intersectional
approach to embrace any discomfort experienced and hope that our
actionable first steps help with this process. We are on that journey
ourselves.

8 End Matter Sections

8.1 Positionality Statement

As we call for positionality in Al research, we also reflect on our
own. We are Al researchers trained in mainly computational and
quantitative sciences, currently working in the field of responsible
Al Our motivation to bring intersectionality into Al practice was
shaped through critical engagement with foundational work in
the field (e.g., [59, 73]) and group discussions. Although the bulk
of our formal education lies outside the social sciences, some of
us have actively taken relevant courses (such as on human rights
and psychological safety), been part of employee resource groups,
and learned informally through queer and activist communities.
We also strive to collaborate with social science experts and have
sought their feedback on this work. In forming our approach, we
questioned whether we could do justice to the Black Feminist roots
of intersectionality. While some of us have experienced intersecting
forms of discrimination, we also acknowledge our many privileges.
We are all based in the EU, have academic backgrounds, and are
mostly in contact with others in similar contexts. These positionali-
ties shape both our insights and our blind spots. This led us to refine
our goal: to support Al experts, ourselves included, in meaningfully
engaging with intersectionality. We take seriously our responsibil-
ity to contribute to social justice in Al drawing on frameworks of
critical self-reflection and “calling in” [84, 110]. We see this work
as a step in an ongoing process and invite feedback, particularly
from critical voices and civil society perspectives.
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An overview of the actionable recommendations is presented in
Table 2, each one linked to one of the five themes.

Actionable Recommendations per Theme

B Thematic Analysis: Six Phase Method

As written in section 3.1.2, we have chosen the inductive reflexive
TA Braun and Clarke [21]. To provide structure to the flexible
method, Braun and Clarke [21] defined a process of six phases.
We highlight each phase below (with the name in italics), whilst
demonstrating our implementation.

For phase one, familiarizing yourself with the dataset, the authors
of this work read all the abstracts of the selected papers and divided
the papers between them to read fully.

Phase two is coding. To generate the initial codes, we started
with a set of five papers per author where we read the whole paper
and selected (copied) paragraphs in a table if they contained at
least one recommendation. Then, for each paragraph containing a
recommendation, the recommendation was coded by summarising
and/or rephrasing it to its essence. This process was fine tuned
iteratively, such that the various readers would code in a similar
style yet influenced by the different backgrounds. After the first
iteration, we decided that we would extract coding of papers by
reading the introduction fully and then deciding which sections
of the papers needed to be read to find the recommendations. We
extracted 206 recommendations/codes.

Phase three, generating initial themes. With a finished set of codes,
we searched for themes. The codes were grouped with identical or
similar codes and collected in thematic groups. In the initial round,
17 themes were found. In following iterations the themes were
further grouped together to finally reach the five themes presented
in this paper, see Table 3.

Phase four, developing and reviewing themes. Through an iter-
ative process on whether adjusting the themes and reassigning
codes to different themes, as well as checking whether the themes
encompass the codes, we grouped the themes further into finally
reaching five overarching themes. Additionally, each of us picked
two to four most relevant papers of their selection which was then
read by all authors to enhance a common understanding. This also
supported verification that the five chosen themes spanned the
recommendation of (most of) our selected papers.

Phase five, refining, defining and naming. In this phase, we first
organized brainstorm sessions between the authors to refine, name
and define the themes with our goal of actionable recommendations.
In this fifth phase, a first iteration of the five refined, defined and
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Table 2: Actionable Recommendations per Theme

Vethman et al.

Theme

Actionable Recommendation

Collaboration & Role

Collaborate with multiple disciplines before going into technical details.

Use central role of Al experts to invite other disciplines and share responsibilities.

Dedicate time and effort to create a psychologically safe environment.

Position and Reflection

Write a positionality statement and reflect on it.
Document perspectives and decisions throughout the lifecycle of AL

Community and Participation

Invite communities to co-own the participation process.
Make participation financially sustainable for communities.
Design a mechanism where impacted communities can safely voice concerns.

Power and Social Context

Position the AI within social context and define the present power relations.
Redefine concepts with power and social context in mind.

Data and Metrics

Be critical on your objective with data and metrics.

Augment quantitative approaches with qualitative research and participatory design.

Document clearly on the intended use and limitations of data, model and metrics.

Table 3: Overview of 17 themes grouped into 5 recommendation areas

Collaboration and Role

1. Need for interdisciplinary teams/knowledge
2. Responsibility Al expert

3. Common language

Position and Reflection

4. Reflective

5. Positionality

Community and Participation
6. Participatory design

7. Value elicitation

Power and Social Context

8. Framing (justice, power)

9. Beyond status quo/social context
10. Al value chain power dynamics
11. Policy

Measurement and Nuance

(now Data and Metrics)

12. Forms of bias/harms

13. Metrics

14. Inclusive data collection

Other

15. Ethical review

16. Pro-active/early

17. Teaching

named themes were evaluated with an interactive workshop with C Selected Papers

a diverse set of Al experts, see section 5. Based on their input we

refined, and renamed the themes and sub-themes such that they

are engaging and informative.

Finally, phase six of writing up, constituted the reporting of our
themes in this paper. As part of the analytical process, the themes
are refined further through the act of writing, positing the work
in other scholarship and particularly our structure of actionable

recommendations.
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Table 4 shows all the papers selected for the literature survey.
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Overview of papers for literature, sorted by author names

Table 4:
Authors Conference
Albert & Delano [1] ACM FAccT 2023
Aler Tubella et al. [2] ACM FAccT 2023

Barlas et al. [6]

Barnett & Diakopoulos [7]
Bates et al. [8]
Benbouzid [9]

Bender et al. [10]
Bennett et al. [11]
Benthall & Haynes [12]
Bergman et al. [14]
Birhane et al. [15]
Black et al. [16]
Blili-Hamelin & Hancox-Li [17]
Boag et al. [18]

Bondi et al. [19]

Boyd [20]

Brewer et al. [24]
Bryson [25]

Davis [34]

Dennler et al. [36]
Divakaran et al. [38]
Edenberg & Wood [39]
Finocchiaro et al. [43]
Gadiraju et al. [45]
Gerchick et al. [47]
Hanna et al. [48]
Hannan et al. [49]
Kang [53]

Kasy & Abebe [54]
Katell et al. [55]
Klumbyte et al. [57]
Knowles et al. [58]

ACM AIES 2021
ACM AIES 2022
ACM FAT™ 2020
ACM FAccT 2023
ACM FAccT 2021
ACM AIES 2023
ACM FAT* 2019
ACM FAccT 2023
ACM FAccT 2022
ACM FAccT 2022
ACM FAccT 2023
ACM FaccT 2022
ACM AIES 2021
ACM FAccT 2022
ACM FAccT 2023
ACM AIES 2023
ACM FAccT 2023
ACM AIES 2023
ACM FAccT 2023
ACM AIES 2023
ACM FAccT 2021
ACM FAccT 2023
ACM FAccT 2023
ACM FAT* 2020
ACM AIES 2023
ACM FAccT 2023
ACM FAccT 2021
ACM FAT* 2020
ACM FAccT 2022
ACM FAccT 2023
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Authors

Conference

Kulynych et al. [60]
Leavy et al. [61]

Lu et al. [63]

Markl [65]

Mitchell et al. [69]
Moore [70]

Omrani Sabbaghi et al. [72]
Ovalle et al. [73]

Park et al. [74]

Patro et al. [75]

Pistilli et al. [77]
Queerinai et al. [78]
Raji et al. [79]

Raji et al. [80]

Ramesh et al. [81]
Sampson et al. [87]
Selbst et al. [89]
Seymour et al. [90]
Siapka [91]

Sloane & Zakrzewski [92]
Smith et al. [93]

So et al. [94]

Suresh et al. [96]
Thebault-Spieker et al. [97]
Theus [98]

Tomasev et al. [100]
Vincent et al. [102]
Wolfe & Caliskan [107]
Wolfe et al. [106]
Wolfe et al. [108]

Zilka et al. [111]

ACM FAT* 2020
ACM AIES 2021
ACM FAccT 2022
ACM FAccT 2022
ACM AIES 2020
ACM FAT* 2020
ACM AIES 2023
ACM AIES 2023
ACM FAccT 2021
ACM FAccT 2022
ACM FAccT 2023
ACM FAccT 2023
ACM AIES 2020
ACM FAccT 2020
ACM FAccT 2022
ACM FAccT 2023
ACM FAT* 2019
ACM AIES 2022
ACM AIES 2022
ACM FAccT 2023
ACM FAccT 2023
ACM FAccT 2022
ACM FAccT 2022
ACM FAccT 2023
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ACM FAccT 2021
ACM FAccT 2022
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